
THE UNIVERSITY OF CHICAGO

OPTIMIZING COLLECTIONS OF BLOOM FILTERS WITHIN A SPACE BUDGET

A DISSERTATION SUBMITTED TO

THE FACULTY OF THE DIVISION OF THE PHYSICAL SCIENCES

IN CANDIDACY FOR THE DEGREE OF

MASTER OF SCIENCE

DEPARTMENT OF COMPUTER SCIENCE

BY

GABRIEL MERSY

CHICAGO, ILLINOIS

APRIL 2024



Copyright © 2024 by Gabriel Mersy

All Rights Reserved



TABLE OF CONTENTS

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi

ACKNOWLEDGMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii

1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

2 BACKGROUND AND PROBLEM STATEMENT . . . . . . . . . . . . . . . . . . 4
2.1 Bloom Filters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.1.1 Filter Collections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.2 Utility-Weighted False Positive Rate . . . . . . . . . . . . . . . . . . 5

2.2 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

3 TRUNCATED BLOOM FILTERS . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3.1 Key Differences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3.2 False Positive Rate Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

4 OPTIMIZING FILTER COLLECTIONS . . . . . . . . . . . . . . . . . . . . . . 12
4.1 An Exact Optimization Problem . . . . . . . . . . . . . . . . . . . . . . . . . 12

4.1.1 Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
4.1.2 Convexity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4.1.3 Complexity Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

4.2 A Faster Relaxation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.2.1 The Lower Bound . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.2.2 Convexity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.2.3 Complexity Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

4.3 Further Relaxations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

5 EVALUATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
5.1 Implementation Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
5.2 Data Skipping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

5.2.1 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
5.2.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

5.3 Full-Text Search . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
5.3.1 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
5.3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

5.4 Microbenchmarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
5.4.1 Truncated Bloom Filters . . . . . . . . . . . . . . . . . . . . . . . . . 32
5.4.2 Optimization Latency . . . . . . . . . . . . . . . . . . . . . . . . . . 34

iii



5.4.3 Alternative Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . 36
5.4.4 Different Utility Distributions . . . . . . . . . . . . . . . . . . . . . . 37

6 RELATED WORK . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
6.1 Filters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
6.2 Bloom Filters in Key-value Stores . . . . . . . . . . . . . . . . . . . . . . . 39
6.3 Modular Bloom Filters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
6.4 Other Bloom Filter Applications . . . . . . . . . . . . . . . . . . . . . . . . 40

7 CONCLUSION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

iv



LIST OF FIGURES

3.1 An overview of our method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

5.1 Average skip rate on RE, EV, and NASA at different size budgets (higher is
better). We generally outperform the in-memory methods and are similar to the
on-disk filter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

5.2 Average wasted time on RE, EV, and NASA at different index size budgets B
(lower is better). We outperform the in-memory methods. . . . . . . . . . . . . 25

5.3 Average query latency on RE, EV, and NASA at different index size budgets B
(lower is better). We are generally the lowest latency choice across all methods
and budgets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

5.4 Increasing compute-storage disaggregation can greatly magnify the cost of false
positives. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

5.5 I&S (left) and MI (right). We have higher precision than the best-performing
baseline (TMII) at larger budgets and rival its performance at smaller budgets. 31

5.6 I&S (left) and MI (right). We are slower than the baselines besides scan but are
impeded by implementation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

5.7 FPR (left) and query latency (right) as a function of the truncation ratio p.
Latency is given as 95% confidence intervals, + and − are positive and negative
keys respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

5.8 Solving the relaxation scales to large inputs. The resulting throughput is approx-
imately 20 thousand filters per second on a resource-constrained machine. . . . . 35

5.9 Our method harmonizes the benefits of Top Utility and Equal Truncation. . . . 36
5.10 Skewed distributions imply better performance. . . . . . . . . . . . . . . . . . . 37

v



LIST OF TABLES

vi



ACKNOWLEDGMENTS

I would like to thank my advisor Professor Sanjay Krishnan for his ongoing creativity and

guidance throughout the research process, my collaborator Professor Stavros Sintos who

helped make this work possible, and the ChiData group. I also thank Professor Aaron

Elmore and Professor Raul Castro Fernandez for joining my committee. Last but not least,

I extend my heartfelt gratitude to Izabella and the rest of my family for their support.

vii



ABSTRACT

With a single Bloom filter, one can approximately answer set membership queries within a

space budget. Practical systems often use collections of Bloom filters to facilitate applications

such as data skipping, sideways information passing, and network filtering. While the optimal

space-to-accuracy allocation is well-understood for a single filter, jointly optimizing how

space is used across a collection of filters is yet to be studied. We pose this problem in the

following way: (1) let’s assume that each Bloom filter has some likelihood of being queried,

and (2) given knowledge of this likelihood, how do we allocate space to minimize the expected

false positive rate? In other words, “hot” filters are allocated more space, and “cold” filters are

allocated less space. In this paper, we show how to solve this optimization problem. We first

develop the concept of a “truncated” Bloom filter and theoretically analyze its false positive

rate. We then formulate an optimization problem for a collection of truncated Bloom filters

that minimizes the false positive rate across a utility distribution while meeting a strict

space budget. Next, we show that the problem is convex and find a fast relaxation. Lastly,

we apply our method to data skipping and full-text search, demonstrating its effectiveness

across the range of possible space budgets when compared to the state of the art.
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CHAPTER 1

INTRODUCTION

A Bloom filter is a sketch that can approximately answer set membership queries within

a space budget. Bloom filters have a crucial property that does not yield false negative

results, which makes them highly valuable in database systems. The applications of Bloom

filters span key-value stores Dayan et al. [2017], Redis [2024], data skipping Databricks

[2023], Dageville et al. [2016], query optimization Gaffney et al. [2022], Zhu et al. [2017],

and search engines Goodwin et al. [2017]. Filters are often employed in these applications

to reduce storage reads by serving as an intermediary index structure that can short-circuit

data loading.

Let’s consider a typical use case for a Bloom filter. A data volume might be partitioned

across several different files. A user who is interested in identifying a particular record that

matches an equality condition (e.g., an employee identified by a social security number)

wants to query this data. On one hand, we can simply scan the entire data volume each

time we want to answer this query. This approach requires no indexing but is slow. Another

approach is to build an index over the search keys, which can require substantial additional

space and may be hard to operationalize in some environments (e.g., a write-heavy database

or a distributed system). A Bloom filter allows one to span these two extremes by annotating

each partition with a space-limited filter that determines if it needs to be processed or not

– the larger the filter, the more precise the skipping will be. This filter is straightforward to

maintain under insertions.

While the design space of a single Bloom filter is well-understood Mitzenmacher [2002],

use cases like the one above show that we often consider collections of such filters (i.e.,

filters on each partition). The standard approach is to uniformly size each filter in a filter

collection, which has a few key drawbacks. First, while a single Bloom filter has a fixed size

regardless of the number of insertions, the total size of a collection of filters will grow as more
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filters are utilized (e.g., over new partitions of data). If we wish to cache the filter collection

in memory, the constant growth can be problematic. Next, not all partitions are equally

likely to be queried, and uniform sizing allocates the same precision to frequently queried

partitions as to rare ones. This paper studies the following problem: given an anticipated

query distribution and an overall space budget, can we optimally size each filter to maximize

the expected precision?

Let’s contextualize this problem statement in the example above, and make it much

more concrete. Consider a telemetry system, such as AWS CloudWatch, which can generate

a vast amount of unstructured log data. In systems like CloudWatch, log data is broken

up into temporal partitions of roughly the same size. Over this log data, users can run

keyword search queries. Bloom filters constructed on each partition can help skip partitions

that could not possibly contain the desired keyword. While in general, one needs to process

all partitions, we know that more recent data is more likely to be relevant to a user (the

anticipated query distribution). Often, users set a time interval restricting how far back

the search should go. The solution to the optimization problem above can construct an

in-memory filter collection with a fixed size that should automatically reduce the precision

of filters for the older partitions.

Going beyond this example, there is a broader data retrieval architecture that this algo-

rithmic problem enables. Data are stored in partitions on some form of slow storage, e.g.,

disk or a blob storage system. We wish to answer set membership queries over this data, e.g.,

keyword search. These partitions are indexed in memory on a query processing node with

a guaranteed max size for the entire collection of Bloom filters. Since the total size of all

Bloom filters is fixed via optimization, they can be predictably stored in memory. As more

data are added, we show how this in-memory index can be re-optimized to maintain a fixed

size (albeit with an increased error rate for some queries). The result is a fixed-size index

over growing data. While this implies that overall filtering accuracy goes down over time,
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if there is a sufficient, known skew in the query distribution (e.g., a bias towards querying

more recent filters), then perhaps the query-weighted accuracy does not degrade as much.

We contribute the algorithms to make this architecture a reality. Assuming a query

distribution as a proxy for utility is not a new idea. For example, caching heavily leverages

this principle, as it persists certain data items that are accessed more frequently than others

Berg et al. [2020]. In particular, we will show how to find an optimal index structure of

Bloom filters that minimizes the false positive rate over a utility distribution, while adhering

to a strict space budget. This can be thought of as a form of “partial” caching, where rather

than evicting a low-utility filter completely from the cache, we simply reduce its precision.

Interestingly enough, this is actually the optimal thing to do in the case of a Bloom filter.

The contributions of this paper are as follows.

• We define the utility-compressed sketch problem, where a sketch collection is compressed

according to the utility values of its data objects (§2).

• We propose the truncated Bloom filter as a simple extension in which the filter is

shortened after construction, enabling the trade-off between space and false positive

rate to be traversed in a fine-grained fashion (§3).

• We formulate a constrained optimization problem for a collection of truncated Bloom

filters that assigns higher false positive rates to lower-utility filters by modulating filter

lengths, subject to a strict bit-level space budget (§4).

• We prove, at odds with intuition, that the resulting optimization problem is convex.

We further derive a relaxation of the original problem that is also provably convex and

features an objective function that runs in linear time (§4).

• We demonstrate the effectiveness of our method when compared to the state of the

art on two representative Bloom filter applications: data skipping and full-text search

(§5).
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CHAPTER 2

BACKGROUND AND PROBLEM STATEMENT

We begin by covering some background and the problem statement.

2.1 Bloom Filters

A Bloom filter Bloom [1970] is a probabilistic data structure for representing a set that can

answer approximate membership queries. For convenience, we write B when we refer to a

Bloom filter throughout the paper. An m-bit Bloom filter B contains n elements and is

associated with k independent hash functions h1, h2, . . . , hk. We denote these parameters

as the 3-tuple (m, k, n). We will use the notation | · | to denote the size of a sketch. For a

Bloom filter, this is initially given by the parameter m.

The filter is initially an array of all zeros. When adding an element b to B a total of k

hashed positions in the filter B[h1(b)],B[h2(b)], . . . ,B[hk(b)] are set to 1. For a query key q

each of the k hashed positions in the filter is probed. If a position is not set to 1, then a

negative (−) result is returned. If all of the positions are set to 1, then a positive (+) result

is returned. If the key is in the filter, then it returns the correct answer. If the key is not

in the filter then it returns the correct answer with probability 1− ε for a small parameter

ε ∈ (0, 1). In other words, with probability ε the filter returns a positive result for a key

that is not in the filter (i.e., a false positive).

Denote q+ as a positive key that is in the filter and q− as a negative key that is not

in the filter. A Bloom filter by design has a false positive rate of P(+ | q−) = ε and a

zero false negative rate P(− | q+) = 0. The false positive rate ε is given as ε ≈
(
1 −

(
1 −

1
m

)kn)k. It has been shown that this characterization is a very close approximation but

is not quite correct due to a flawed bit independence assumption Bose et al. [2008]. Since

the alternative is an impractical combinatorial function, we exclusively make use of the
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closed-form approximation, as is standard Dayan et al. [2017].

2.1.1 Filter Collections

A filter collection is a set of N Bloom filters {B1,B2, . . . ,BN} where each filter Bi represents

a data object Di. We further assume that there is a utility function u : D → R≥0 that maps

each data object to a non-negative real number. Throughout the paper, we write u to refer

to a utility value that has already been pre-computed by the function in question. A utility

function represents some notion of usefulness with respect to a particular Bloom filter in the

collection. For example, utility may represent the frequency at which a filter is queried when

compared to other filters, or the probability that a filter is queried.

2.1.2 Utility-Weighted False Positive Rate

In the same way that we can calculate the false positive rate ε for a single Bloom filter, we

can calculate the expected false positive rate for a filter collection using the individual false

positive rates ε1, ..., εN and utility values u1, u2, . . . , uN . We arrive at a final figure of merit

which is the utility-weighted false positive rate:

E =
N∑
i=1

ui · εi (2.1)

If one interprets the utility values as probabilities, this function measures the overall precision

of the filter collection, e.g., how accurately the collection skips data given known partition

query probabilities.

2.2 Problem Statement

We would like to produce a final index structure that allocates space to Bloom filters within

a space budget B by minimizing the utility-weighted false positive rate E .
5



Definition 1 (Problem Statement). We are given a space budget B, data objectsD1,D2, . . .DN

and corresponding utility values u1, u2, . . . , uN . The goal is to produce a filter collection such

that:
N∑
i=1

|Bi| ≤ B

by minimizing

min
N∑
i=1

ui · εi

where ui = u(Di) and εi = ϕ(Bi) with ϕ denoting the Bloom filter false positive rate formula.

This problem statement is very similar to a caching problem statement at first glance;

namely, identify the data items with the highest utility. The key difference when compared

to standard caching techniques is that items are not simply evicted or cached according to

a space budget. We now have the additional option of degrading the accuracy of an item.

It may very well be that the optimal solution in some cases is to allocate 0 bits to an item,

but that should only be a consequence of the optimization algorithm.

This formulation is further an instance of a broader problem that we call a utility-

compressed sketch. In the general case, the space for a particular data object’s sketch Xi is

allocated by minimizing a weighted sum across error functions of the form ϕ(|Xi|) subject to

a budget constraint
∑N

i=1 |Xi| ≤ B. In typical sketches, the error function ϕ is monotonic in

space. We can think of a utility-compressed sketch as an optimization over lossy data struc-

tures that represent data items at several different “resolutions”, which is related to similar

problems in data compression Barbarioli et al. [2023]. There are many possible definitions

of ϕ(|Xi|). In the case of a Bloom filter, ϕ(|Xi|) is the false positive rate as a function of

its size – we could apply the same reasoning to other sketches such as the count-min sketch

Cormode and Muthukrishnan [2005].
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CHAPTER 3

TRUNCATED BLOOM FILTERS

To solve this problem, we will introduce a new sketch called a truncated Bloom filter. It is

based on the simple idea that previously-allocated space in a Bloom filter can later on be

revoked. This concept is useful for a few key reasons. First, it allows us to formulate the

optimization problem as a revocation of previously-allocated space; that is, we can start with

a uniform allocation of space and remove bits based on the optimization objective. Second,

it allows us to operate in an online setting where new data are added but we wish to keep a

fixed storage size. Finally, it allows for consistent querying across the entire filter collection

with a fixed set of hash functions.

The standard Bloom filter is inflexible when there are changing requirements for false

positive rates. Both the target false positive rate and the expected number of elements in

the filter are often specified prior to construction, which means that the Bloom filter must

be reconstructed from scratch if less space is desired in the future. While there has been

work on expanding filters Dayan et al. [2023], we study the opposite problem of contracting

filters.

3.1 Key Differences

We begin by highlighting the key differences between a truncated Bloom filter and a standard

Bloom filter.

Definition 2 (Truncated Bloom Filter). Let B be a Bloom filter with m bits, k hash func-

tions, and n added elements. A truncated Bloom filter is a new Bloom filter B′ formed by

removing the rightmost m−m′ bits from B. The truncated filter B′ satisfies B′[1, 2, . . . ,m′] =

B[1, 2, . . . ,m′].
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Figure 3.1: An overview of our method.

The only notational difference is that a new parameter m′ is introduced to specify the

truncated filter length. To operationalize this definition, we show that simply considering

the subset of hash functions that fall before m′ is sufficient to query the filter.

Definition 3 (Valid Hash Function). We say that a hash function hs : U → [m] taking an

arbitrary object o ∈ U from universe U as input is a valid hash function if hs(o) ≤ m′. We

say that a hash function is an invalid hash function if hs(o) > m′, i.e., a hash function is

valid if it maps to the remaining region and is invalid if it maps to the truncated region.

These concepts are also highlighted visually in Figure 3.1. As we move to the right in the

figure, the filters exhibit increasing levels of truncation (i.e., smaller values of m′). Given a

negative query key q− the number of valid hash functions (solid arrows) decreases, while the

number of invalid hash functions (dotted arrows) increases.

Membership queries are issued to a truncated filter using the procedure described in

Algorithm 1. The key algorithmic difference in querying a truncated Bloom filter is that

there is an extra condition to check whether each hash function is valid or not.

There are also a few degenerate cases that are worth noting. First, if m′ = 0 then the

query always returns a positive result and has a 100% false positive rate. Second, if there

are no valid hash functions, then the query always returns a positive result and also has a

100% false positive rate. Third, if m′ = m then the false positive rate is unchanged and is

thus identical to the original filter.
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Input: Query q, truncated Bloom filter B′ with m′ ≤ m bits, k hash functions
h1, h2, . . . , hk where hs : U→ [m]

for s ∈ [k] do
if hs(q) ≤ m′ ∧ B′[hs(q)] = 0 then

return −
end

end
return +

Algorithm 1: Querying a truncated Bloom filter.

3.2 False Positive Rate Analysis

Aside from the degenerate cases, the false positive rate of a truncated Bloom filter strictly

falls between 100% and the original false positive rate. To build intuition concerning the false

positive rate of a truncated Bloom filter, consider the first filter in Figure 3.1. Only 3 out of

the 4 hash functions are valid, and the false positive rate in this example is (1−(1− 1
m1

)4n1)3

which is strictly higher than the false positive rate (1− (1− 1
m1

)4n1)4 of the original filter.

In fact, the false positive rate is governed by the number of valid hash functions. Before a

particular query, we do not know precisely how many hash functions will be valid. Instead,

we define a random function (called the false positive function) ϕ(·), that returns a random

variable for the false positive rate, as shown in Proposition 1.

Definition 4 (False Positive Function). The false positive function ϕ(V ) of a truncated

Bloom filter is:

ϕ(V ) =
(
1−

(
1− 1

m

)kn)V
(3.1)

where V is a random variable for the number of valid hash functions defined on the sample

space Ω = {0} ∪ [k].

Proposition 1 (False Positive Rate). Given a collection of k independent and uniform hash

functions h1, . . . , hk and the fraction of remaining bits p = m′
m after truncation, the false

9



positive rate ε of a truncated Bloom filter assuming bit independence is:

ε = E[ϕ(V )] =
k∑

v=0

(
1−

(
1− 1

m

)kn)v
·
(
k

v

)
· pv(1− p)k−v (3.2)

with V ∼ Bin(k, p) represented as a binomial random variable.

Proof. Let B[1, 2, . . . ,m] be a Bloom filter and let B′ = B[1, 2, . . . ,m′] be its truncated filter.

Let H = {h1, . . . , hk} be the set of k hash functions used in filter B. Let B′(q) ∈ {−,+} be

the result of Algorithm 1. The false positive rate is defined as ε = Pr[B′(q) = + | q /∈ B],

where q is a key that is not stored in Bloom filter B. From the query algorithm we have

that B′(q−) = + if for every h ∈ H with h(q) ≤ m′ it holds that B′[h(q)] = B[h(q)] = 1. Let

I ⊆ H be a subset of the hash functions and let q /∈ B be a key that is not stored in the

filter. We define the random variables:

• AI : Given that q /∈ B, if
∧
h∈I B[h(q) = 1] then AI = 1, otherwise AI = 0.

• CI : if h(q) ≤ m′ for every h ∈ I and h(q) > m′ for every h ∈ H \ I then CI = 1,

otherwise CI = 0.

We have,

ε = Pr[B′(q) = + | q /∈ B] = Pr

 ∨
I⊆H

(
AI
∧

CI)
)

=
∑
I⊆H

Pr
[
AI
∧

CI
]
=

k∑
v=0

∑
I⊆H,|I|=v

Pr
[
AI
∧

CI
]

=
k∑

v=0

∑
I⊆H,|I|=v

Pr[CI ] · Pr[AI | CI ]

=
k∑

v=0

∑
I⊆H,|I|=v

pv(1− p)k−v · Pr

∧
h∈I
B[h(q) = 1] | q /∈ B
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=
k∑

v=0

∑
I⊆H,|I|=v

pv(1− p)k−v ·
∏
h∈I

Pr [B[h(q) = 1] | q /∈ B]

=
k∑

v=0

∑
I⊆H,|I|=v

pv(1− p)k−v
(
1−

(
1− 1

m

)kn
)v

=
k∑

v=0

(
k

v

)
pv(1− p)k−v

(
1−

(
1− 1

m

)kn
)v

= E[ϕ(V )]
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CHAPTER 4

OPTIMIZING FILTER COLLECTIONS

In this section, we formalize a constrained optimization problem that produces a utility-

compressed sketch of truncated Bloom filters. We first prove that the optimization problem

is convex and can thus be solved using a standard algorithm for convex optimization. We

then derive a relaxation that is also shown to be convex. Crucially, the relaxation can be

solved faster than the original problem both in theory and in practice.

4.1 An Exact Optimization Problem

We are given a space budget B, utility values u1, u2, . . . , uN and Bloom filters B1,B2, . . . ,BN

constructed with parameter tuples of the form (mi, ki, ni).

4.1.1 Formulation

We begin with a simple description of the optimization problem. The basic intuition is

that a higher false positive rate is assigned to a filter that has a lower utility value, and a

lower false positive rate is assigned to a filter with a higher utility value. To achieve this

desired property, we write u · E[ϕ(V )]. The false positive rate of a truncated Bloom filter

is modulated by setting the number of remaining bits m′ prior to the truncation operation.

Therefore, our variables are simply the truncated filter lengths m′1,m
′
2, . . . ,m

′
N across our

collection of Bloom filters. Referring back to Figure 3.1, we can see how the utility values

affect the truncated filter lengths in our optimization routine.

Following this intuition, the objective is to minimize the dot product between the utility

values and the false positive rate terms by finding an optimal assignment of truncated filter

lengths, subject to a few constraints. First, the sum of the m′i must not exceed the budget

B. Second, each m′i must fall between 0 and the original filter length mi. Using the false
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positive rate from Equation (3.2), we define our constrained optimization problem as follows:

min
m′

1,...,m
′
N

N∑
i=1

ui · E[ϕ(Vi)]

s.t.
N∑
i=1

m′i ≤ B

0 ≤ m′i ≤ mi

where B is the target budget, and each variable m′i corresponds to a truncated length. Note

that each truncated filter length m′i ∈ R≥0 is currently treated as a continuous optimization

variable. Of course, a fractional truncated filter length is not possible, so we simply take the

optimal solution and for each i ∈ [N ] round down to the nearest integer; m′i ← ⌊m
′
i⌋. This

ensures that the budget constraint is still satisfied. We can also substitute a budget equality

constraint
∑N

i=1m
′
i = B for the budget inequality constraint

∑N
i=1m

′
i ≤ B.

4.1.2 Convexity

In order to establish convexity, we need to verify that the objective and constraint functions

are all convex. By inspection, the constraint functions in the above formulation are linear

and therefore convex. Hence, it suffices to establish the convexity of the objective function.

In Lemma 2, we show that the false positive function ϕ(·) as written in Equation (3.1) is

convex on R≥0 which is a superset of the feasible region (i.e., polytope) defined by the

constraints.

Lemma 2 (Convexity of ϕ). ϕ(x) =
(
1−

(
1− 1

m

)kn)x is convex on x ≥ 0 for m, k, n > 0.

Proof. By the definition of convexity, we want to show that the second derivative d2ϕ(x)
dx2

is

non-negative. Let x ≥ 0 and m, k, n > 0. Define w = 1 −
(
1 − 1

m

)kn which is a strictly
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positive value by construction. We differentiate twice to obtain:

d2ϕ(x)

dx2
= wx log2(w) ≥ 0.

It has now been shown that the truncated Bloom filter false positive function is convex

under mild conditions. We now prove a more surprising result concerning the convexity of the

objective function. Intuition derived from a plot of the binomial probability mass function

may suggest that the objective function is unlikely to be convex in the optimization variable.

On the contrary, we find that the function is indeed convex, as presented in Proposition

3. The structure of the proof relies the observation that the binomial distribution is an

exponential family, which allows us to employ properties of such families to infer that our

objective function is convex.

Proposition 3 (Objective Convexity). The objective function f(m′) =
∑N

i=1 ui · E[ϕ(Vi)]

is convex in m′i on 0 ≤ m′i ≤ mi.

Proof. We first note the symmetry of the objective function and reduce the problem to the

univariate case. This is a valid argument because if d2

dm′
i
2E[ϕ(Vi)] ≥ 0 then, by linearity

of differentiation and the non-negative utility values, the Hessian Hf must be a diagonal

matrix exclusively composed of non-negative entries (and f is convex). The core idea is to

show that the base function E[ϕ(Vi)] is convex in a single variable m′i and then deduce that

the objective function is composed of a convexity-preserving operation on multiple instances

of the base function with distinct variables.

We borrow from the statistics literature the known fact that the binomial distribution is

an exponential family for a fixed number of trials (the number of hash functions in our case).

In particular, this means that the binomial probability mass function can be rewritten in a

canonical form. Let X be an exponential family random variable X : Ω→ E with probability
14



density function PX(x; θ) that depends on the parameter θ. Assuming that ϕ(·) is convex on

the sample space Ω and the expectation E[X] is linear in the parameter θ, then it is known

that E[ϕ(X)] is convex in the parameter θ Shaked [1980], Schweder [1982].

Let mi, ki, ni > 0 and 0 ≤ m′i ≤ mi for all i ∈ [N ]. Each Vi : Ω → E is a binomial

random variable from an exponential family with probability mass function PVi(vi; pi). The

sample space Ω of a binomial random variable is non-negative. By Lemma 2, it then follows

that the function ϕ(·) is convex on the sample space of Vi. The expectation E[Vi] = kipi

is linear in the parameter pi Brown [1986]. Therefore, we have that the function E[ϕ(Vi)]

is convex in the success probability parameter pi. This implies that the second derivative

with respect to pi is non-negative d2E[ϕ(Vi)]
dp2i

≥ 0. We differentiate Equation (3.2) twice with

respect to the success probability pi and obtain:

d2E[ϕ(Vi)]
dp2i

=

ki∑
vi=0

ϕ(vi) ·
(
ki
vi

)[
vi(vi − 1)pi

vi−2(1− pi)
ki−vi

−2vi(ki − vi)pi
vi−1(1− pi)

ki−vi−1

+(ki − vi)(ki − vi − 1)pi
vi(1− pi)

ki−vi−2
]

It remains to show that E[ϕ(Vi)] is also convex in the truncated filter length variable m′i.

Notice that dpi
dm′

i
= 1

mi
> 0. We now differentiate E[ϕ(Vi)] twice with respect to m′i and find

that the following holds:

d2E[ϕ(Vi)]
dm′i

2
=

1

mi
2
· d

2E[ϕ(Vi)]
dp2i

≥ 0

Specifically, the second derivative with respect to our desired variable m′i can be rewritten

as a positive constant multiplied by the second derivative with respect to pi. Hence, E[ϕ(Vi)]

is convex in the variable m′i since d2E[ϕ(Vi)]
dm′

i
2 ≥ 0. Lastly, a weighted sum with non-negative

coefficients ui ≥ 0 is known to preserve convexity, so the objective function f is convex in
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m′i on the interval 0 ≤ m′i ≤ mi which concludes the proof.

4.1.3 Complexity Analysis

The time complexity of computing the objective is quadratic O(N maxi∈[N ] ki). To solve

such convex optimization problems, interior-point methods convert constrained problems to

unconstrained problems via the introduction of barrier functions Boyd and Vandenberghe

[2004]. Additionally, these solvers often rely on Newton’s method as a crucial subroutine.

When objective functions are computationally expensive, the evaluation of gradient vectors

and Hessian matrices at high-dimensional points in space can become a critical bottleneck.

In our case, linearity of differentiation suggests that the run time of the underlying solver

will be highly dependent on the time complexity of the objective function. For example,

each entry of the gradient would contain a summation that mirrors the inner summation

over ki in the objective function, combined with the terms for the barrier functions. While

a quadratic time objective is likely acceptable for many applications, in the next section we

explore how to find a close approximation of the optimal solution with an objective function

that can be computed in only linear time O(N). In doing so, we remove the dependency on

the number of hash functions and eliminate the O(ki) factor.

4.2 A Faster Relaxation

In this section, we describe a relaxation of the optimization problem that features an ap-

proximate objective function. In particular, the objective function is a lower bound of the

original objective function from the previous section. When minimizing a lower bound, we

are able to simplify and speed up the optimization problem by paying the price of an exact

optimal solution. Such lower bound methods are often applied when the original problem

is intractable. We find that, while our original problem is certainly tractable, minimizing

a lower bound is an elegant solution that benefits both theory and practice. We will also
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demonstrate these observations empirically in the experiments.

4.2.1 The Lower Bound

We now derive a lower bound for the objective function. Since Lemma 2 states that ϕ is a

convex function, we invoke Jensen’s inequality E[ϕ(V )] ≥ ϕ
(
E[V ]

)
and write the following

lower bound for the false positive rate term using the fact that E[V ] = kp:

ϕ
(
E[V ]

)
=
(
1−

(
1− 1

m

)kn)kp
(4.1)

Hence, we can reformulate the objective function to yield a relaxation by substituting the

lower bound in Equation (4.1) for the original false positive rate term from Equation (3.2).

We can verify that the new problem is a relaxation of original problem, since
∑N

i=1 ui ·

ϕ
(
E[Vi]

)
≤
∑N

i=1 ui · E[ϕ(Vi)] and the feasible region remains the same.

4.2.2 Convexity

In a similar fashion to the previous section, we now confirm that the approximate objective

function is convex in our optimization variable. This brings us to Proposition 4.

Proposition 4 (Relaxation Convexity). The objective function g(m′) =
∑N

i=1 ui · ϕ
(
E[Vi]

)
is convex in m′i on 0 ≤ m′i ≤ mi.

Proof. We show that the desired function can be constructed from a base function ϕ(·)

that is known to be convex and a convexity-preserving operation. Let mi, ki, ni > 0 and

0 ≤ m′i ≤ mi for all i ∈ [N ]. Define xi = kipi and compute dxi
dm′

i
= ki

mi
> 0. By Lemma 2,

the base function ϕ(xi) is convex in xi since xi ≥ 0. This means that its second derivative

is non-negative. Then, we have:

d2ϕ(xi)

dm′i
2

=
k2i
m2

i

· d
2ϕ(xi)

dx2i
≥ 0
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Therefore, the function ϕ(xi) is convex in m′i since the second derivative with respect to m′i

is non-negative. Finally, the weighted sum of the base function with non-negative coefficients

ui ≥ 0 preserves convexity, so we conclude that g is convex in m′i over the interval 0 ≤ m′i ≤

mi.

4.2.3 Complexity Analysis

The key difference in complexity when comparing the lower bound to the original objective

function is that the O(ki) factor in the running time is replaced with O(1) time to compute

the binomial expected value E[Vi] = kipi. The overall time complexity for computing the

objective function is reduced to linear O(N) with respect to the number of Bloom filters.

The run time of many interior-point solvers that rely on Newton’s method would also be

reduced, as was discussed previously.

4.3 Further Relaxations

We can further simplify the lower bound in Equation (4.1) observing that 1−
(
1− 1

m

)kn
≈

1− e−kn/m and using the optimal value of k in the Bloom filter, k = m
n ln 2. The objective

function becomes minm′
∑N

i=1 ui · 0.618m
′
i/ni , which is also a convex function. We can

further simplify the function observing that usually m′i ≤ 4ni, so the function 0.618m
′
i/ni

can be approximated with the line −0.213m
′
i

ni
+ 1. Hence, the objective function becomes

minm′
∑N

i=1−0.213 ·
ui
ni
m′i. Equivalently, the objective can be written as maxm′

∑N
i=1

ui
ni
m′i.

Notice that it is trivial to optimize this function while satisfying the size constraints of the

truncated filters. We sort and traverse all Bloom filters in descending order of ui
ni

. For each

Bloom filter Bi, we assign the maximum value of m′i ≤ mi that does not violate the total size

constraint. When the total size becomes B, then for all the remaining filters we set m′i = 0.

The overall running time of the algorithm is O(N logN).
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CHAPTER 5

EVALUATION

In this section, we evaluate our method on two applications and several microbenchmarks.

We begin with the hardware and software configurations for the evaluation (Section 5.1).

We then show that our method can be applied to data skipping Sudhir et al. [2023], Sun

et al. [2014] in modern column-oriented query engines (Section 5.2), as well as to full-text

queries Goodwin et al. [2017] that underlie search engines (Section 5.3). Conditioned on the

assumption of skewed utility distributions, the results show that we outperform the state

of the art on key metrics across the range of possible memory budgets. Additionally, we

find that our method displays minimal performance degradation under very tight budgets.

We end by characterizing the performance of the proposed data structure and optimization

routine (Section 5.4).

5.1 Implementation Details

We first give some details about the hardware and software characteristics that form the basis

of the evaluation. Experiments were run on a single machine that has a 1.4 GHz Quad-Core

Intel i5 processor, 8 GB of RAM, and a 256 GB SSD.

The research prototype for our method was written in Python 3.10. The truncated Bloom

filters were built using the bitarray package Schnell [2023]. Filters were constructed with

the standard procedure that is commonly used in practice. Specifically, the construction

algorithm takes in a target false positive rate 0 < ε < 1 (in our case ε = 1e − 4) and the

number of elements n > 0 that will be added to the filter. It then calculates an estimate

for the optimal filter length m and number of hash functions k given these parameters. We

employed the efficient murmurhash3 hash function family Appleby [2015].

The optimization code was implemented in CVXPY Diamond and Boyd [2016], and the
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optimal solution was found by an embedded conic solver (ECOS) Domahidi et al. [2013]. ECOS

is an interior-point method for second-order cone programs. The relaxation formulation

was implemented, since the original objective function contains the non-convex binomial

probability mass function, which is outside the scope of the solver. The implementation

additionally featured a budget equality constraint, as well as floor function rounding to map

the optimal solution onto the natural numbers.

5.2 Data Skipping

The first application that we evaluate our method on is data skipping Sun et al. [2014], Kipf

et al. [2020], Sudhir et al. [2023], Tong et al. [2023]. Data skipping is a technique employed by

several query engines Databricks [2023], Clickhouse [2024], Armbrust et al. [2020], Dageville

et al. [2016], PostgreSQL [2024] to reduce read operations, often when tables are stored

in a horizontally-partitioned columnar file format Stonebraker et al. [2005] such as Apache

Parquet. In the conventional case, a partition (i.e., row group) is associated with attribute

metadata that enables a query to skip certain partitions when the metadata index reveals

that there are no matching tuples. By filtering out irrelevant data with a lightweight index,

data skipping can significantly accelerate queries that have highly-selective predicates Ta-

Shma et al. [2020].

A Bloom filter is often the core data structure underlying point queries over categorical

attributes. This is because we can make a determination whether at least one tuple that

satisfies the predicates is either certainly not in the partition or is likely in the partition

with a small probability of being wrong (i.e., false positive). In our evaluation, we associate

a Bloom filter with each categorical attribute in a row group. This yields a total of N · p

Bloom filters in the full index. Each attribute filter collection is given a space budget that

is a fraction of the original collection size (e.g., 20% of the original). The filters are then

truncated according to the mean utility of the tuples contained in a row group.
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The metric of success for data skipping with Bloom filters is minimizing the time that is

wasted due to false positives. Therefore, the goal in this setting is to produce a truncated

Bloom filter index that has only a negligible impact on wasted time and falls within a space

budget.

5.2.1 Experimental Setup

The setup for the data skipping experiments is now described in detail.

Datasets. We evaluate our approach on 3 datasets. First, Connecticut real estate sales

(RE) contains 997,162 tuples and 2 categorical attributes Connecticut [2023]. Each tuple

corresponds to a real estate sale in the State of Connecticut over a 20-year period. Second,

Washington electric vehicle registrations (EV) contains 162,637 tuples and 6 categorical

attributes Washington [2023]. Each tuple is a current electric vehicle registration. Third,

NASA HTTP web server logs (NASA) contains 3,452,337 tuples and 1 categorical attribute

Laboratory [1995]. Tuples consist of log entries from a web server that hosted the NASA

website.

Each dataset has an additional temporal attribute that is used to compute utility values.

These attributes are List Year (RE), Model Year (EV), and Timestamp (NASA) respectively.

Utility values are calculated as a deterministic exponentially-decaying function of time, with

a small amount of additional stochastic noise added. We sort the tuples by utility value

before writing the result to a Parquet file. This assumption serves the purpose of simulating

a realistic pattern of data arrival. Row group size is systematically determined according to

the total number of tuples in a table.

Query Model. Every query on a table T is associated with a set of p equality predicates

formed over categorical attributes A1, . . . Ap that have the structure Ai = ai. We further

restrict our evaluation to the class of conjunctive queries that limit their result set to the

cardinality k. The form of the queries is as follows:
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SELECT ∗ FROM T

WHERE A1 = a1 AND . . . AND Ap = ap

LIMIT k ;

We assume that during the execution of a query, we visit partitions in decreasing order of

utility until k tuples have been added to the result set, or we reach the lowest utility partition.

In the present case, utility is correlated with time, and the likelihood that a particular tuple

is added to the result set decreases with tuple age.

Query Generation. We employ a statistical algorithm to generate 250 queries that

conform to the structure given above. We compute the joint probability mass function over

the p predicates. Our query generation algorithm then builds a set of queries by choosing

the most common predicate combinations. We globally set the parameter k for the number

of query results to ensure that the distribution of the k-th tuple’s position closely mirrors

the utility distribution.

Metrics. Three key evaluation metrics are defined.

• Skip rate: The ratio # skipped
# visited between the number of partitions that are skipped by

the indexes and the total number of partitions that are visited by a query.

• Wasted time: The total amount of time that is wasted due to index false positives.

Wasted time captures when the index returns a positive result for a partition, and the

query result set is then found to be empty. This metric is a proxy for false positive

rate but is also correlated with predicate selectivity.

• Query latency: The execution time of a query. Query latency includes the time from

reading the indexes from disk (if applicable), checking the query against the indexes,

reading partitions from disk, and running queries on partitions.

Baselines. We define the baselines below.
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• Alphabetical Range (Range): In each partition, the values for an attribute are

first sorted in lexicographical order y1 ≤ y2 ≤ . . . ≤ yl. The query attribute value yq

is tested in the predicate y1 ≤ yq ≤ yl. If the predicate evaluates to true, the partition

is read from disk and is skipped otherwise.

• On-disk Filters (Disk): Each filter is stored at full resolution (i.e., no truncation)

on disk Databricks [2023]. When a partition is visited, the filter is read into main

memory, and the query is checked against the index.

• Equal Truncation: Each filter is truncated according to the policy m′i = ⌊B/F ·mi⌋

where F is the full-resolution (original) size of the index. This approach is an analog

of a modular Bloom filter Mun et al. [2022], since we are effectively constructing a

collection of smaller in-memory modules.

• Top Utility: A policy is applied that closely resembles those commonly used for

cache eviction (e.g., least recently used or least frequently used) Chou and DeWitt

[1985]. Full-resolution filters are incrementally added to the cache C in decreasing

order of utility until the budget is reached, and then the remaining filters are allocated

0 bits. Formally, this greedy algorithm finds the subset of filters C ⊆ {B1, . . . ,BN}

that maximizes
∑

c∈C uc subject to
∑

c∈C mc ≤ B.

5.2.2 Results

We measure the performance of each method across the three metrics. For each dataset, we

evaluate several budgets that fall in regular increments between 10% and 90% of the original

index size. The baselines that guarantee the desired budgets are plotted as curves, while the

baselines that have a fixed size are represented as points. We report the median metric for

each budget across 5 independent trials.

Equal Truncation and Top Utility have distinct scenarios in which they produce increased
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Figure 5.1: Average skip rate on RE, EV, and NASA at different size budgets (higher is
better). We generally outperform the in-memory methods and are similar to the on-disk
filter.

false positives. On the one hand, Equal Truncation is utility-oblivious in that it has a similar

increase in false positive rate across all of the filters in the index. On the other hand, Top

Utility is utility-aware but struggles in the setting of long-tailed queries, since it exclusively

produces false positives (i.e., cache misses) past a certain point. The goal of our method is

to mitigate these two drawbacks and thereby maintain satisfactory performance across the

range of possible budgets.

Skip Rate. In Figure 5.1, we see that our method achieves a similar skip rate to the full-

resolution filters stored on disk, while generally improving upon the in-memory baselines.

Alphabetical range has a near-zero skip rate, which shows that such a strategy is a poor

choice for point queries. For this reason, we will omit further discussion about alphabetical

range. Notably, the skip rate of Equal Truncation falls sharply at budgets of less than 30%,

while our method maintains only a modest reduction in skip rate. Additionally, at a 10%

budget, Top Utility falls sharply on two datasets, while our method again maintains a modest

reduction.

Wasted Time. Most importantly, we find in Figure 5.2 that our method wastes less time

on false positives than the other in-memory baselines. In particular, the distinct points of
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Figure 5.2: Average wasted time on RE, EV, and NASA at different index size budgets B
(lower is better). We outperform the in-memory methods.

failure for Equal Truncation and Top Utility result in significant wasted time in scenarios

with tight budgets. Consider the NASA dataset as a representative example. It is observed

that at a 10% budget, our method wastes less time than both Equal Truncation and Top

Utility by a factor of 3. The performance advantage holds until Top Utility catches up to

our method at a budget of 40% of the original index size. Equal Truncation also eventually

catches up at a budget of 60% of the original index size.

Furthermore, our method performs better than the alternatives under varying attribute

counts and predicate selectivity. Indeed, low predicate selectivity can lead to increased

wasted time, a conclusion that can be reached by examining the adversarial EV dataset

(middle). The reason for the increased wasted time is because there are many partitions

that contain all of the attribute values, even though few tuples jointly satisfy the predicates.

The performance gap between our method and the in-memory baselines is smaller in this

specific instance.

Query Latency. We show in Figure 5.3 that our method is generally the fastest overall

when compared to each of the baselines. The reason for this is two-fold. First, by minimizing

the false positive rate in an optimal fashion, we reduce the impact that the failure modes

of Equal Truncation and Top Utility have on wasted time, as aforementioned. Second, our
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Figure 5.3: Average query latency on RE, EV, and NASA at different index size budgets B
(lower is better). We are generally the lowest latency choice across all methods and budgets.

index sits in memory, which accelerates our queries in most instances when compared to

disk.

Disaggregation. Although our experiments were run on a machine with physically-

collocated compute and storage, we run an additional experiment on the NASA dataset to

simulate the effect of increasing resource disaggregation. It is assumed that disaggregation

applies a linear multiplicative cost factor δ to the wasted time. Each factor gets its own

curve. In Figure 5.4, it is shown that when storage and compute are increasingly separated,

the cost of time wasted on false positives can rise, leading our method to outperform the

other baselines by larger margins. We reach this conclusion by examining the shaded region

between the pairs of cost factor curves.

5.3 Full-Text Search

Full-text search is a fundamental problem in information retrieval. In the context of search

engines, the task is to find the documents that match the search terms (i.e., tokens), and

then rank the matching documents according to some notion of relevance. If we represent

each document as a set of tokens, we find that the matching problem is no different than

issuing membership queries to the document. Following this intuition, a document can
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Figure 5.4: Increasing compute-storage disaggregation can greatly magnify the cost of false
positives.

be represented as a Bloom filter (i.e., a signature file). Provided that the Bloom filters

are constructed with the same hash functions and filter lengths, we can compute the set

intersection between a query filter and a document filter in O(m) time by simply applying

a bit-wise AND.

The state-of-the-art approach for full-text search is the inverted index. In its most basic

form, an inverted index maps a search term to a list of documents that contain the term.

Since documents are represented as fixed-length integer identifiers, the total size of an in-

verted index grows quickly, even with documents that are rarely returned in a search result.

The prevailing space-reduction technique for inverted indexes is lossless compression (e.g.,

Ottaviano and Venturini [2014]), which does not exploit document utility skew. In addition,

caching often loads the full document lists into memory for frequent search tokens Zhang

et al. [2008]. This means that in the absence of careful optimization, cache space is wasted

on low-utility documents.

If instead each document is represented as a Bloom filter, we can derive a lossy variable-
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length signature for each document by directly applying our method. Taking inspiration

from BitFunnel Goodwin et al. [2017], a commercial search engine that employs a Bloom

filter index in place of an inverted index, we will demonstrate how our method can be used

to effectively optimize a collection of Bloom filter signatures according to utility.

5.3.1 Experimental Setup

Our setup for full-text search is different from data skipping, so we will again walk through

each of the points individually.

Datasets. We use Amazon review datasets that are from two product categories Ni et al.

[2019], Ni [2018]. The first category is industrial and scientific (I&S) with 49,595 cleaned doc-

uments, and the second product category is musical instruments (MI) with 160,523 cleaned

documents. We remove punctuation and stopwords before tokenizing the documents. We

remove the minority of documents that do not contain between 5 and 100 tokens to produce

a realistic document shard Goodwin et al. [2017].

Query Model. We assume that each document in the corpus has a utility derived from

a PageRank-like algorithm Brin and Page [1998]. In this setting, we adopt a top-k query

model. In particular, the probability that a given document appears in the top-k query

results is proportional to its utility. The underlying skewness assumption is that only a

small number of documents from the corpus end up appearing in the top-k search results.

Similar to data skipping, our method enumerates documents in descending order of utility.

Query Generation. We consider the case of k = 1 and generate 250 queries using the

following procedure. Given the utility values u1, . . . , uN we first normalize to a probability

distribution like so: Pi = ui/
∑

j∈[N ] uj . To generate a query, we sample a document from

the probability distribution and choose n terms from the selected document. The specific

terms are chosen so that they are only jointly present in a few documents on average.

Metrics. We begin the discussion of metrics with some notation. Let D be the document
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corpus. Tq is defined as the set of tokens in query q and Td is the set of tokens in document

d. The set R contains the documents retrieved by a particular query. The match set of

a query M = {d : Td ∩ Tq = Tq} captures the documents that contain every token in the

query Goodwin et al. [2017]. Following this definition, the set G ⊆M represents the ground

truth top-k matching documents in terms of utility. Finally, we denote the utility value of

document d by ud. We are now ready to define the metrics.

• Precision@k: |R∩G|k . For a Bloom filter index, precision is a salient metric for false

positives. For other indexes, precision is higher when there are fewer false negatives.

• Query latency: The execution time of a query.

• Average utility: 1
k

∑
d∈R ud.

• Average overlap coefficient: 1
k

∑
d∈R

|Td∩Tq|
min(|Td|,|Tq|)

. For a Bloom filter, the overlap

coefficient measures the average token-wise effect of false positives.

Baselines. The baselines are defined below.

• Inverted Index (II): The standard approach Brin and Page [1998] where the in-

dex maps from a term t to the documents that contain the term such that t →

[d1, d2, . . . , dr]. Documents are represented as integer identifiers. The size of each

document d is O(|Td|). The size of the index grows quickly, even with low utility

documents.

• Top-M Inverted Index (TMII): Documents are added to the inverted index until

the budget is reached using the same general approach as Top Utility. The greedy

algorithm finds the highest-utility subset of documents with cardinality M . Note that

a document either exists in the index with all of its terms, or does not exist at all.

• Top-k Inverted Index (TKII): The value k is first specified. A full inverted index

is constructed using the procedure described above. Each term’s document identifier
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list l is sorted in descending order of utility and then truncated to contain only the

top-k highest-utility documents. The key difference from the Top-M Inverted Index is

that token false negatives are possible, since only a (potentially empty) subset of the

terms for each document is now stored.

• Top-M Document Set (TMDS): A forward index is maintained over the M highest-

utility documents, where every document is stored as the set of terms Td. A query

enumerates the documents from high to low utility and directly checks if Tq ∩Td = Tq.

• Scan (SCN): Each document is stored in a forward index on disk and is sequentially

read at query time. Upon completion of the scan, the matching documents are sorted

by utility, and then the top-k are returned.

5.3.2 Results

We select a range of space budgets by first calculating the smallest index size between the

inverted index, forward index, and Bloom filter index. The budget is then varied from 10%

to 90% of the smallest index size in regular increments, just like in the previous application.

We find that the smallest index size is either the inverted index or the Bloom filter index.

We evaluate the approaches on in-memory performance (solid lines), but we also include a

version of our method that checks an on-disk forward index when the filter returns a positive

result (dotted line). We also add a basic Bloom filter index that is not truncated as an

additional point of comparison. The results for precision and latency across the two datasets

are highlighted in Figures 5.5 and 5.6 respectively. We defer the rest of the metrics to the

microbenchmarks.

In Figure 5.5, we observe that our method has higher precision than the other in-memory

baselines at larger budgets and rivals the Top-M Inverted Index at smaller budgets. It is

clear that the Top-M Document Set (forward) index is highly space-inefficient, which results
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Figure 5.5: I&S (left) and MI (right). We have higher precision than the best-performing
baseline (TMII) at larger budgets and rival its performance at smaller budgets.

in reduced performance. When comparing the inverted index approaches, it is evident that

the Top-M Inverted Index is strictly better than the naive strategy undertaken by the Top-k

Inverted Index where the document identifier lists are truncated. At the lone space budget

of the Top-k Inverted Index, the Top-M variant is up to 60% higher in terms of precision.

Next, in Figure 5.6 our method is found to be slower than the other approaches, besides

the full scan. The reason for this result is two-fold. First, inverted indexes are able to reduce

the search space rather significantly, which avoids the need for sequential iteration through

the document corpus. This is not so much a surprising result, but it is worth noting that

a combination of algorithmic optimizations and careful implementation can be undertaken

to make Bloom signatures faster than conventional inverted indexes Goodwin et al. [2017].

Second, the implementation style that we ultimately chose likely had a sizable impact on

latency.

31



Figure 5.6: I&S (left) and MI (right). We are slower than the baselines besides scan but are
impeded by implementation.

5.4 Microbenchmarks

Lastly, we evaluate the main characteristics of our method. In particular, we highlight the

truncated Bloom filter, our optimization routine, as well as several alternative algorithms

for constructing a Bloom filter collection within a space budget.

5.4.1 Truncated Bloom Filters

As a reminder, the parameter p = m′
m is the ratio between the number of bits that are

kept after truncation (m′) and original filter size (m). In Figure 5.7, we show the effect of

truncation on both the false positive rate and filter query latency. We generate an equal

number of positive q+ and negative q− keys (20,000 each). The keys are generated in such

a way that the intersection between the positive and negative sets is empty.

After adding the positive keys, we query the filter with the negative keys at each trun-

cation ratio, and the false positive rate is measured empirically. We compare the empirical

false positive rate to the expected false positive rate from Equation (3.2) and the lower
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Figure 5.7: FPR (left) and query latency (right) as a function of the truncation ratio p.
Latency is given as 95% confidence intervals, + and − are positive and negative keys respec-
tively.

bound from Equation (4.1). We observe that given a sufficiently large number of negative

queries, the empirical false positive rate (blue) is practically identical to the expected false

positive rate (red), which is consistent with the law of large numbers. It is also evident that

the gap between the expected false positive rate (red) and the lower bound (green) as given

by the function E[ϕ(V )] − ϕ
(
E[V ]

)
converges to 0 as p → 1. This indicates that the lower

bound approximation is better when fewer bits are truncated. Equivalently, the optimality

gap between the relaxation and original formulation would generally be smaller under larger

budgets.

Next, the truncated filter is queried with both negative and positive keys to measure

query latency. The result is compared to a standard filter. We see that there are two sources

of overhead. First, the extra condition in Algorithm 1 that checks for valid hash functions

introduces a small amount of latency overhead when compared to the standard filter, which

is seen in the vertical distance between the rightmost truncated measurements and each
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standard measurement. Second, as the filter is increasingly truncated, the probability p

of observing a valid hash function decreases, leading to additional latency overhead in the

negative case only. We also see that the latency for the positive case decreases slightly, since

fewer filter positions are probed in total.

These results suggest that our proposed data structure is particularly suitable in the high

truncation regime m′ ≪ m for applications where downstream costs far exceed the cost of

querying the filter. For example, in one of the applications that we presented, the cost of

checking a partition is several orders of magnitude higher than querying the filter. However,

given a collection of truncated Bloom filters with varying utility values, we would expect

that the latency overhead is minimal in expectation. This is because a truncated filter that

operates in the low truncation regime m′ ≈ m exhibits only a slight increase in latency on

negative queries when compared to the standard filter.

We can also confirm the latency result with a theoretical argument. Let X ∼ G(p) be

a geometric random variable for the number of hash functions that are checked to observe

a valid hash function with mean E[X] = 1
p . We find that, in expectation, the number of

required probes increases for negatives and stays the same for positives, since only Ω(1) hash

functions are required for a negative while Θ(k) hash functions are required for a positive.

However, if we treat a truncated Bloom filter as a set signature like in full-text search,

then the intersection and union operations are computed in reduced time, provided that the

filters were constructed with shared hash functions. For example, given two sets S1 and

S2 represented as truncated Bloom filters, an approximation of S1 ∩ S2 can be found in

O(min(m′1,m
′
2)) time via bitwise operations.

5.4.2 Optimization Latency

We now evaluate our lower bound optimization approach by measuring the solver latency at

a budget of half the original collection size and different quantities of Bloom filters. We gen-

34



Figure 5.8: Solving the relaxation scales to large inputs. The resulting throughput is ap-
proximately 20 thousand filters per second on a resource-constrained machine.

erate N synthetic parameter tuples of the form (mi, ki, ni) by sampling from a multivariate

probability distribution. We then measure the solver latency as the number of Bloom filters

N is varied from 1 thousand to 1 million in increments of 50 thousand. We report the solver

latency as the mean across 5 runs with the same input parameters.

As seen in Figure 5.8, the solver run time scales linearly with N and the optimization

problem can be solved quickly even on a resource-constrained machine. For example, an

(approximate) optimal solution can be found for a collection of half a million Bloom filters

in around 30 seconds. This observation highlights the work that was done in Section 4.2 to

reduce the time complexity of the objective function.

We reach the conclusion that the optimization overhead of our method is small, and we

can quickly adapt the collection under changing utility values, or as new filters are added.

In other words, this is a desirable property in the online case. Crucially, if we store a copy

of the original filters on disk, we can re-optimize without having to reconstruct the Bloom

filters from scratch. This is one of the key advantages of our method.
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Figure 5.9: Our method harmonizes the benefits of Top Utility and Equal Truncation.

5.4.3 Alternative Algorithms

We now explore several alternative algorithms for constructing a filter collection that respects

a space budget. These techniques broadly fall into two categories: sampling and truncation.

A sampling algorithm finds a smaller subset of full-resolution filters, whereas a truncation

algorithm constructs a lower-resolution version of each filter. The difference between these

two categories is exemplified by Equal Truncation and Top Utility, as defined in Section

5.2.1. The two remaining sampling methods are Random Uniform, which samples filters

with equal probability, and Random Utility, which samples filters according to the utility

distribution.

We evaluate the in-memory performance of these alternative algorithms on the I&S

dataset. The reader is referred to Section 5.3.1 for a review of the evaluation metrics for full-

text search. Note that the utility distribution is highly skewed. The results are presented

in Figure 5.9. In general, we find that our method effectively harmonizes the benefits of

Top Utility and Equal Truncation, while simultaneously mitigating the drawbacks of both

approaches. Like Top Utility, our method maintains satisfactory performance at smaller

budgets, precisely where Equal Truncation fails. Like Equal Truncation, we achieve near-

perfect performance at larger budgets, while Top Utility misses the documents in long-tailed

queries.

It is evident that our method generally has a higher overlap coefficient than precision.

This means that when false positives do occur, they are often with respect to only a few
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Figure 5.10: Skewed distributions imply better performance.

tokens, as opposed to many tokens. Additionally, we find that with our method, the average

utility value quickly converges to the true value. Notice that the uptick in average utility

at smaller budgets for truncation stems from false positives. On the contrary, the decline in

average utility at smaller budgets for sampling is a consequence of false negatives. Finally,

it is observed that truncation slightly reduces the in-memory query latency when compared

to the alternative of full-resolution filters.

5.4.4 Different Utility Distributions

Our method is sensitive to the specific utility distribution. To evaluate the performance in

this setting, we carefully construct a set of utility distributions that differ from one another.

We begin with a uniform and normal distribution that have a shared mean and variance.

We then create a sequence of right-skewed utility distributions by generating mixtures of

normal distributions that exhibit increasing distance between the means of the constituent

density functions (governed by the parameter ρ).
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In Figure 5.10, we see the effect of the utility distribution on precision (again the I&S

dataset). Shape is the first factor, as seen by contrasting the uniform distribution against

the normal distribution with the exact same mean and variance. Referring back to Figure

5.9, when utility values are concentrated around the mean and the budget is tight, our

method reduces to truncating the filters equally. As the parameter governing the skewness

ρ increases, we observe that the performance in the tight budget regime gradually improves

until we mirror Top Utility.
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CHAPTER 6

RELATED WORK

6.1 Filters

There are several filter variants such as learned filters Kraska et al. [2018], Deeds et al.

[2020], expanding filters Dayan et al. [2023], and compressed filters Mitzenmacher [2002].

Other examples include the cuckoo filter Fan et al. [2014] and quotient filter Pandey et al.

[2017]. While truncation may be a valid operation on some of these filter variants, we leave

that possibility to future work.

6.2 Bloom Filters in Key-value Stores

The most similar body of work to our method is the application of Bloom filters in key-value

stores. Key-value stores are represented as log-structured merge (LSM) trees, where each

level in the LSM tree is associated with Bloom filters to prevent unnecessary reads from

slower storage. Previous work such as Monkey Dayan et al. [2017] and ElasticBF Zhang

et al. [2018] has shown that it is suboptimal to assign filter false positive rates uniformly

across the different LSM tree levels. This is a restricted case of the framework that we

present in this work.

6.3 Modular Bloom Filters

The closest data structure to the truncated Bloom filter is the modular Bloom filter Mun

et al. [2022] which in turn is similar to the blocked Bloom filter Putze et al. [2010]. Like a

modular Bloom filter, we employ a smaller in-memory filter at the expense of a higher false

positive rate and do not require re-indexing. Unlike a modular Bloom filter, we are better

able to navigate the space versus accuracy trade-off, since truncation removes one bit at a
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time in a fine-grained fashion. A modular Bloom filter is limited to the product of false

positive rates across several coarse-grained modules.

6.4 Other Bloom Filter Applications

There are many applications of Bloom filters besides those that we presented in this paper.

As one example, Bloom filters are often used to optimize joins Gaffney et al. [2022], Zhu

et al. [2017], Services [2020], Ting and Cole [2021]. As another example, Bloom filters are a

vital data structure for in-memory data stores such as Redis Redis [2024].
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CHAPTER 7

CONCLUSION

We presented an approach that optimizes a collection of Bloom filters across a utility distribu-

tion to satisfy a space budget. It was shown that truncating a Bloom filter after construction

can lead to a subtly different trade-off between accuracy and space that benefits optimiza-

tion. Fittingly, we developed a convex optimization problem that admits a fast relaxation to

navigate this trade-off. Moving from theory to practice, we demonstrated on two separate

applications that our method effectively mitigates the limitations of existing approaches.
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