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ABSTRACT

Quantum Computing is in an era of growing pains. Quantum algorithms become more

tuned to the computational capabilities of near-term quantum devices, and the need for

compilation techniques that fully utilize the architecture while avoiding potential pitfalls

are a necessity. Many different types quantum devices are being developed each with its

own advantages and unique features It is unclear which architecture is dominant, and all

are in active development. Some problems, such as limited connectivity, imperfect gate

execution, and lower coherence times are shared across architectures, and mapping, routing

and communication algorithms have been developed to circumvent and avoid these issues.

But, each architecture has its own set of specific problems to overcome. It is not simply the

case that a single compilation pipeline or set of algorithms will be able to make the best use

of each of these architectures. This work proposes an exploration into adapting a general

quantum compiler algorithm to several different architectures.

This thesis will focus on two main architectures, Neutral Atom and Superconducting qu-

dit devices. Neutral Atom architectures have additional flexibility in routing qubits beyond

nearest neighbor connectivity, while incurring some serialization cost due to increasingly

large “areas of restruction”. But, we are still able to take advantage of these more flexible

interactions through careful mapping and routing. Additionally, we can craft strategies that

make use of these features to circumvent Neutral Atom Architectures’ biggest execution

downfall: atom loss. Many quantum architectures have natural extensibility to extra com-

putational states beyond the traditional |0〉 and |1〉 used in classical computing and most

quantum computation. These extra states can be used to reduce the number of operations,

but at the cost of slower operations and decreased stability of the computational units. Once

again, we can adapt an existing base algorithm to mix-and-match qubit-only, mixed-radix,

and higher-radix operations to develop efficient program that make use less resources and

increase the chances of successful quantum computation.
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CHAPTER 1

INTRODUCTION

Quantum computing has seen a renewed explosion in development, investment and interest

in the past decade as new technologies have been built and architectures with more qubits

have been constructed such as those from IBM [40], Google [5, 55], Rigetti [89], IonQ [23] and

many more. New machines have seen marked success over prior designs, and new applications

have been developed to take advantage of the current state of quantum computing such as

QAOA [35] and VQE [106], beyond the flagship algorithms such as Grover’s Search [45]

and Shor’s factoring algorithm [97]. There are ongoing collaborations between scientific

and technology-based communities as they continually push to develop this fundamentally

different form of computation.

In classical computing, there is a fairly well defined strategy for general purpose compu-

tation. While there are certainly variations in certain processor architectures and instruction

set differences, there has been consolidation on the Von-Neumann based architectures. This

has allowed for the development of device-independent optimizations at a higher, inter-

mediate representation level [65], where compilers have been able to take advantage of the

similarities of a shared model to reduce program metrics such as runtime, memory usage, and

code size. After device specific optimization has been performed, the program is compiled

for a specific processor, using optimizations designed for those platforms, such as register

allocation, instructions selection and specific assembly language optimizations for those ar-

chitectures. It is a very sequential system due to the general principles underlying most

computing platforms following the model demonstrated in Figure 1.1.

This remains true for many accelerators, such as GPUs and FPGAs. Programs may

have to be written in certain dialects specific for these devices, but they still have a general

strategy for computation. That is, strategies that work on one device, will work on another.

There can be device-independent optimizations, before using device-specific features that
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Figure 1.1: A representation of a classical compilation pipeline, where multiple device inde-
pendent optimizations are performed before passing the program off to a more device specific
compilation.

take advantage of the design decisions for a specific piece of hardware.

At first glance, it may seem that quantum computers should be able to take advantage

of the accelerator model. Each use the same general framework for quantum computation,

but use different strategies to achieve the same goal. However, the current era of quantum

computing, commonly referred to as the Noisy Intermediate-Scale Quantum Computing

(NISQ) era [85], is defined by error-prone gates, unstable qubits and low qubit counts, and

the best path towards fault-tolerant quantum computing is still unclear. There is active

development among many different styles architectures such as superconducting, trapped

ions, neutral atoms and photonic computing. Each has a different set of trade offs, whether

that be ease of control, fidelity of operations, qubit connectivity, number of qubits, or qubit

lifetime. There are some device independent optimizations that can be performed, such as

gate cancellation and resynthesis, but can only reduce gate count and circuit duration at a

high level. To be useful in the current era, each architectural style uses different optimization

strategies throughout the entirely of the stack in order to be used most effectively.

Most quantum compilation frameworks such as tket [99], Qiskit [4], Cirq [31], include

some amount of device independent optimizations to process a quantum circuit, translat-

ing it from the general circuit model to a new circuit that fits the connectivity and native

gate constraints of the architecture in a compilation flow detailed in Figure 1.2. Usually,

these optimization passes are parameterized by the details of the machine such as the qubit

connectivity and the native gate set, but the optimization algorithms themselves are device
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Figure 1.2: A representation of a classically inspired quantum compilation pipeline, where
multiple device independent optimizations are performed before passing the program off to
a more device specific compilation.

independent. These strategies fail to take into account the benefits and drawbacks of the

architecture itself. While these strategies reduce gate count and circuit duration to some

degree, they may actively work against the architecture in other cases. One example is the

need for a specific router that schedules qubit communication to avoid crosstalk [75]. But

simply, general purpose optimizations only get us so far. But, it is not practical to write

routers and optimizations for each architecture-style, and the different features across archi-

tectures with the same underlying technology. This is especially true since the foundations

of each algorithm will likely be very similar to one another across each architecture.

We can instead adapt general algorithms for quantum computing to be specific to hard-

ware circuits are compiled for instead of inventing new technologies whole cloth. Instead of

having device-independent optimizations feed into a device specific pipeline, we can share a

common optimization aglorithm “shell” that is adapted to the specific, unique and efficient

features of an architecture. This structure is visualized in Figure 1.3. While this work does

not propose a compiler framework that successfully achieves this goal, it describes differ-

ent compilation algorithms and how they can be adapted for several different architectural

features.

We first describe the basics of quantum computing. We start with the general strategy for

computation and how it can achieve expected the computational speed-ups. We also describe

the circuit model that is usually used during compilation to describe quantum programs and

is used when developing optimizations at the circuit level. We follow this with a description
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Figure 1.3: A representation of a quantum compilation pipeline that uses a similar algorith-
mic backing for each optimization step, but can be altered, using the specific of the device,
for better compilation results.

of a general compiler algorithms developed previously and is used in several other works, but

usually with a focus on a specific architecture or avoiding a specific kind of error [10, 73].

Second, we explore Neutral Atom architectures, an emerging architecture with unique

features, such as long distance interactions, and the ability to perform native multi-qubit

gates. But, the use of these features can induce serialization of gate execution causing

circuit slowdowns. The unique features of neutral atoms have significant opportunities for

compilation to take advantage of. Additionally, they also uncover a solution to a major

detriment of this kind of architecture, atom loss. An inidivudal atom represents a single qubit

in the system, and if an atom is lost, it could require an entire reloading of the architecture, a

time intensive process. The unique features of neutral atoms allow for runtime and compiler

opportunities to recover failed shots in software, preventing the need for a full reset of the

device.

Third, we adapt our techniques for three different instances of higher-radix qudits. That

is, quantum devices that can access the states beyond the traditional |0〉 and |1〉 states that

are used for qubits. Higher radix devices are more error prone, requiring more calibration

and longer gate times to accurately alter the state. This presents an interesting trade off

for compilation. The extra computational space provides a reduction in physical devices

required to perform computation. In theory, with access to four states, it would be possible

to represent two times the information that an architecture with the same number of devices,

but with only access to two level per device. Finding a trade-off between the extra coherence
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error and circuit duration versus fewer gates and saved space is a difficult compiler problem

to solve. In the first application, we stay within the bounds of the native gate sets translated

from qubit computation for higher radix qudits, extending work from [42] where qutrits

were used for gate and circuit depth reduction. The second and third applications cover a

compression strategy where we take advantage of the fact two qubits can be encoded into

the four levels of a ququart quantum device. This significantly increases qubit connectivity,

and the speed of some gates between two qubits encoded in the same ququart, as well as

preventing breaking down of larger multiqubit gates into more smaller gates in some cases.

However, qudits have lower lifetimes, and the speed of gates across ququarts are increased.

We adapt compiler algorithms, and alter the native gate set to dynamically establish the

best tradeoff between these different features and drawbacks.

These varied architecture demonstrate the need for more adaptable compiler frameworks

as in an era of varied technologies and error. Fundamentally, it is important to develop

quantum compiler pipelines built from common pieces that can be strategically customized

to fit the unique features of a quantum architecture.
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CHAPTER 2

GENERAL COMPILATION STRATEGIES FOR QUANTUM

ARCHITECTURES

This chapter introduces the basics of how quantum programs are constructed and the con-

straints we will be working within when compiling quantum programs to quantum hardware.

2.1 Background: Quantum Programs

The fundamental unit of quantum computing is the quantum bit, or qubit, which exists as a

linear superposition between the |0〉 and the |1〉 states. Most quantum programs manipulate

a register of N quantum bits where the state of the qubits is given as a linear superposition

of the 2N basis vectors. This state evolves by the application of operations or gates. For

example, the single qubit X gate transforms |ψ〉 = α |0〉 + β |1〉 into X |ψ〉 = β |0〉 + α |1〉.

Some gates, such as the Hadamard gate, push the qubit into a state of superposition, existing

in the |0〉 and |1〉 state at the same time. For example, the Hadamard gate transforms

|ψ〉 = |0〉 into H |ψ〉 = 1√
2
|0〉 + 1√

2
|1〉. Half the time, we will measure this qubit to be in

the |0〉 state, and half the time we will measure it to be in the |1〉 state.

Gates can also operate on multiple qubits at a time. For example, the CNOT gate

applies an X gate to the target qubit if and only if the control qubit is in the |1〉 state.

This CX gate transforms the bitstring |ψ〉 = α |00〉 + β |01〉 + γ |10〉 + δ |11〉 into CX |ψ〉 =

α |00〉+β |01〉+δ |10〉+γ |11〉. These multiqubit operators are able to produce entanglement

between the qubit states. The measured state of one qubit will influence the measured of

qubits it is entangled with. Together, superposition and entanglement are central to the

expected power of quantum computation and to solving problems that are intractable on

classical computers.

While most quantum compilation focuses on manipulating the one- and two-qubit gates,
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Figure 2.1: The decomposition of the three-qubit Toffoli gate into one- and two-qubit gates.
|Ψ1〉 H • H

|Ψ2〉 H • H

|Ψ3〉 H • H

|Ψ4〉 X H H

Figure 2.2: A Bernstein-Vazarani example circuit.

an operation can operate across any number of qubits. An example of this is the three-

qubit Toffoli gate, which changes the |0〉 and |1〉 position of a target qubit if both of the

control qubits are in the |1〉 state. These N−qubit operators can be decomposed into a set

of universal one- and two-qubit gates that represent the same set of operations. However,

this can often insert many extra gates into a circuit as replicating a gate exactly can be an

expensive process and is an open problem [82]. An example of a decomposition of the Toffoli

gate can be found in Figure 2.1.

Most quantum programs for gate-based quantum computation are expressed in the quan-

tum circuit model. In this model, each qubit is represented by a wire in a diagram, and each

gate is presented by a box or circle on a qubit with a progression of operations from left to

right. A multi-qubit gate is represented by a box that touches multiple qubits. Generally,

when we have a controlled operation, like a CX gate, the qubit that controls the target is

represented by a filled in dot. A small Bernstein-Vazarani circuit is found in Figure 2.2.

There are many more aspects to quantum computing, such as error correction, but this

foundation is all that is necessary for this thesis. For a complete introduction to quantum

computing see [79].
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2.2 Background: Quantum Hardware

Quantum architectures are in a time of rapid development and severe constraints. In this era,

there are several limitations facing quantum hardware, and different architectural techniques,

such as superconducting, ion traps, and neutral atoms have different trade offs.

The first of these constraints is imperfect gates. Each of the listed architectures have error

prone gates, and cannot perform operations perfectly. For superconducting architectures one-

qubit gates can be performed with 99.9% fidelity, and two-qubits gates with 99.4% fidelity

[2]. In some cases, this may even be variable depending on the which qubits are interacting.

This is similar for ion traps with 99.99936% and 99.99987% [19]. Neutral Atoms, which are

earlier in development, have the lowest with 99.6% and 96.5% [66]. Due to these error prone

gates, programs cannot contain too many operations. As more operations are added, the

probability of a successful circuit decreases as well as each additional operation could fail.

When we begin compiling circuits to hardawre, we must be conscious of this fact and add

as few gates as possible, and remove as many redundant gates as we can.

A second constraint is gate durations and qubit coherence time. Current qubits are

fragile, and can only maintain a non-ground energy state for a certain period time before

it decoheres, and the quantum state collapses. In most cases, this will result in the wrong

measurement. Similar to how more gates increases the probability of error, the longer a

quantum program runs, the more likely a qubit is to decohere. Where superconducting

qubits have relatively high gate success rates, it has the shortest coherence times of 121.1 µs

[2], due in part to the difficulty of manufacturing high fidelity superconducting chips [78].

On the other hand neutral atoms and ion traps have much longer coherence times on the

order of minutes [34, 109]. Consequently, the speed of gates is much more important for

superconducting devices as compared to ion traps and neutral atoms which use single atoms

to represent qubits, using lasers and optical tweezers to keep each in position.

Another significant issue facing quantum computers is interacting qubits with one another
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Figure 2.3: An example of an architecture with six qubits, with connections such that it
forms a hexagon. A four-qubit Bernstein Vazarani has been mapped onto this architecture.

on a device with limited connectivity. That is, when not all qubits can interact with any

other qubit. Currently quantum computers are constructed of up to hundreds of qubits.

Even at this scale, it is not possible to interact any one qubit with any other qubit. For

example, see Figure 2.3, where we have a hexagon connectivity. However, we can define

connections between qubits, and use a special operation called a SWAP gate, that exchanges

the quantum data between two physical qubits. This allows us to move qubits across the

architecture in a process called communication. The process of adapting the circuit in

2.2 to fit this topology can be seen in Figure 2.4 with the initial mapping in 2.3. In a

superconducting devices, there is very low connectivity as the resonators between qubits

must be defined on a physical chip. On the other hand, ion traps and neutral atoms have

longer interaction distances, and somewhat higher connectivity. As circuit sizes grows, so

will the need for communication. Adding extra gates incurs error from both the gate success

and the coherence of qubits. Ensuring that as little communication is used as possible is

important when running actual circuits on quantum hardware.
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|Ψ2〉 H • H

|Ψ3〉 H × × H

|Ψ4〉 X H H

Figure 2.4: A routed Bernstein-Vazarani example circuit.

There are many other issues facing quantum computation such as crosstalk [72] and

efficient decompositions of to native gate sets [108]. But, all together, these restrictions

demonstrate a need to decrease the use of quantum resources when circuits are run. This

includes mainly includes reducing qubit lifetime and the number of gates used.

When we execute quantum circuits, we perform many runs of the same circuit. This is

done to build a meaningful distribution of results that can be drawn from. The entire circuit

is run, and measured, before being reset. This can be a time intensive process, and can incur

significant overhead if the reset process is significant.

2.3 The Quantum Compilation Problem

A compiler for quantum program needs to be able to mold a circuit to fit the constraints

of an architecture while reducing the amount of quantum resources required. There have

been a number of optimizations developed that take advantage of commutation relationships,

gate cancellations and circuit synthesis to reduce gate count and circuit depth. These work

well for optimizing the algorithmic level, but do not necessarily work to fit a circuit to an

architecture. Instead, this work focuses on changing a circuit to fit the constraints of the

architecture, mainly matching connectivity in the most efficient way possible, and choosing

the most efficient decompositions of circuits.

The first step is mapping, the program qubits must be assigned to hardware qubits

with the goal of minimizing the distance between interacting qubits over the course of the

program. As noted, most hardware only supports interactions between a limited set of
10



qubits. Qubits mapped too far from each other must be moved within interaction distance by

inserting SWAPs or other communication operations before perfoming the original operation.

This communication is often very expensive and every extra gate needed for communication

contributes to the overall error rate of the final program. It is common for the mapping

and routing steps to occur in tandem as routing changes the mapping of the qubits over the

course of the program. Finally, scheduling consists of deciding when to execute which gates

and is usually dictated by factors such as run time or crosstalk where we may delay gates to

avoid crosstalk effects but possibly increase runtime.

The basic mapping and routing algorithms in this work are based heavily on previous

work from [73, 10]. There have been many different explorations into developing efficiently

mapping and routing heuristics [112, 104, 113, 27, 50]. Several of these strategies were

developed with specific issues in mind. For example, Murali et. al. focused on crosstalk

mitigation in [75], and avoiding particularly noisy connections in [73]. The mapping and

routing compilation strategies laid out in this section focus on more general strategies that

reduce number of SWAPs, which is applicable for any machine, rather than reducing other

sources of errors.

2.3.1 Decomposition

An important step in compilation is retargeting the gates used in the circuit to a gate set

native to the hardware. Different architectures natively support different sets of gates. As

long as the native gate set is universal, it is possible to fully translate any other unitary gate

into said native gate set. In many cases, this is sufficiently represented by a single one-qubit

gate that can be reparameterized by rotations around each axis and one two-qubit entangler

such as the CX gate [79]. This is the strategy used in this work, with some exceptions to

use native three-qubit entangling gates. Different native gate sets have varying entangling

capabilities, and there have been studies exploring how to best decompose circuits based on

11



the two or greater-qubit gates available within the context of compilation [82, 33].

2.3.2 Mapping for Quantum Architectures

We represent the underlying hardware topology as a graph, where nodes are hardware qubits

and edges are between qubits which can interact on the device. In this model, each edge is

weighted the same way. That is, a gate performed along this edge has the same probability

of success.

For most quantum programs, the entire control flow is known at compile time making

optimal solutions for mapping and routing possible but exponentially difficult to find. Looka-

head bases mapping and routing on the sum of weighted future interactions with operations

further into the future weighted less. The entire circuit is mapped and routed in steps. At

each step, we consider the weighted interaction graph where nodes are program qubits and

edges between nodes are weighted by the lookahead function:

w(u, v) =
∑

t∈o(u,v)

f(t− tc)

where w(u, v) is the weight between program qubits u and v, t is a layer of the program, and

tc is the current layer, i.e. the frontier of the program DAG. When considering a multiqubit

gate we add this weighting function between all pairs of qubits in the gate. The function f(t)

is an arbitrary, usually monotonically decreasing, function. For example, f(t) = 1/(1 + t) or

f(t) = e−t are usually used as lookahead function.

For the initial mapping, we begin by placing the qubits with the greatest interaction

weight in the weighted interaction graph. We place these qubits adjacent in the center of

the device based on the hardware graph. For every subsequent logical qubit in this graph

we consider all possible assignments to hardware qubits adjacent to the hardware locations
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of already mapped logical qubits and choose the best based on a score:

s(u, h) =
∑

mapped v

d(h, ϕ(v))× w(u, v)

where h is the potential hardware location, and ϕ is the mapping from program qubits to

hardware qubits. d is the physical distance between qubits on the hardware graph. The

goal is to place qubits which interact frequently close to each other in order to avoid extra

SWAPs during routing. We choose the hardware location h which minimizes this score. We

place qubits ordered by their weight to those previously mapped, greatest first. This process

continues until all of the qubits are mapped.

2.3.3 Routing for Quantum Architectures

For routing and scheduling, we proceed through the circuit layer by layer, considering op-

erations in the frontier as potential gates to execute. We can only execute gates where the

qubits are adjacent together on the hardware interaction graph, we need to have a strategy

that can move qubits closer together without ruining the locality of the current mapping of

the qubits and future operation.

We use a metric called disruption. This balances finding the shortest path between two

qubits, without disrupting future operations. This leads to the following scoring function

for each neighboring physical qubit to the qubits involved in the operations that is strictly

closer to the other qubit in the operation:

D(u, j) =
∑
v

[d(ϕ(u), ϕ(v))− d(j, ϕ(v))]× w(u, v)+

[d(j, ϕ(v))− d(ϕ(u), ϕ(v))]× w(ϕ−1(j), v)
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In this case, j is the candidate swap location u is one logical qubit in the operation, and v

is the other. We perform this scoring for all qubits in the operation, and pick the SWAP that

maximizes this function. In this function, moving further away from future interactions or

displacing the qubit in position j by moving it far from its future interactions is penalized.
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CHAPTER 3

NEUTRAL ATOM ARCHITECTURES: ADAPTING TO

FLEXIBLE OPERATIONS AND FRAGILE QUBITS

In the past several years, many leading gate-based quantum computing technologies such

as trapped ions and superconducting qubits, have managed to build small-scale systems

containing on the order of tens of qubits [114, 86, 55, 101]. However, each of these systems

have unique scalability challenges [60, 21]. For example, IBM devices have continued to grow

in size while error rates have remained high, larger than what is needed for quantum error

correction [44]. Trapped ion machines, despite many promising results, have fundamental

challenges in controllability [74]. It is unclear whether any of these platforms in present form

will be capable of executing large-scale quantum computation needed for algorithms with

quantum speedup like Grover’s Search [96] or Shor’s Prime Factorization [45].

An alternative approach is to consider emerging quantum technologies and new archi-

tectures. In this chapter, we explore hardware composed of arrays of individually-trapped,

ultra-cold neutral atoms which have shown great promise and have unique properties which

make them appealing from a software standpoint [92]. These properties include: potential

for high-fidelity quantum gates, indistinguishable qubits that enable scaling to many qubits,

long-range qubit interactions that approximate global (or generally high) connectivity, and

the potential to perform multiqubit (≥ 3 operands) operations without expensive decompo-

sitions to native gates [66].

Neutral-atom (NA) architectures also face unique challenges. Long-range interactions

induce zones of restriction around the operating qubits which prevent simultaneous opera-

tions on qubits in these zones. Most importantly, the atoms in a neutral atom device can be

lost via random processes during and between computation. In the worst case, the compiled

program no longer fits on the now sparser grid of qubits, requiring a reload of the entire array

every cycle. This is a costly operation to repeat for thousands of trials. Coping with this loss
15



(a) Restriction Zone (b) Max Distance 3 (c) Atom Loss

Figure 3.1: Examples of interactions on a neutral atom device. (a) Interactions of various
distances are permitted up to a maximum. Gates can occur in parallel if their zones do
not intersect. The interaction marked with green checks can occur in parallel with the
middle interaction. (b) The maximum interaction distance specifies which physical qubits
can interact. Compiler strategies suited for this variable distance are needed for neutral
atom architectures. (c) Neutral atom systems are prone to sporadic atom loss. Efficient
adaptation to this loss reduces computation overhead.

in a time-efficient manner is important to minimizing the run time of input programs while

not dramatically increasing either gate count or depth, both of which will reduce program

success rate. In Figure 3.1 we show a small piece of a neutral atom system with many gates

of various sizes and distances being executed in parallel. Restriction zones are highlighted

and importantly no pair of gates have intersecting restriction zones. When atoms are lost

during computation, rather than a uniform grid we have a much sparser graph and qubits

will be further apart on average. A key to the success of a neutral atom system is resilience

to loss of atoms, avoiding expensive reloads.

In this chapter, we first explore the trade-offs in neutral atom architectures to assess

both current viability and near future prospects. We extend current compilation methods,

particularly mapping and routing, to directly account for the unique NA constraints like

long-range interactions, areas of restriction, and native implementation of multiqubit gates.

We then propose several coping strategies at the hardware and software level to adapt to

loss of atoms during program execution and we evaluate the tradeoff of execution time and

resilience to atom loss versus program success rate. We then extend the more basic atom

16



loss recovery strategies to make more full use of an architecture and further reducing the

execution time while more effectively maintaining program success rate.

3.1 Background: Neutral Atoms

We first briefly introduce some background on the underlying neutral atom technology. A

nice introduction can be found in [47]. Rather than being fabricated on a physical chip, atoms

in a NA system are trapped via reconfigurable, optical tweezer arrays. These atoms can be

arranged in one, two, or even three dimensions [34, 12, 58, 13]. In this sections we consider 2D

configurations of these atoms, but arbitrary arrangements of atoms are possible. Historically,

one of the major difficulties with scalable neutral atom systems was the probabilistic nature

of atom trapping, but this challenge has since been overcome and defect-free arrays of more

than 100 atoms [80] have been demonstrated, and more recently, dual species arrays of more

than 512 atoms have been demonstrated as well [98]. However, while neutral atom devices are

able to trap and interact with several hundreds of qubits, the error rates of demonstrated

gates is much lower than that of superconducting architectures. In particular, one-qubit

gates have a success rate of 99%, as compared to 99.9%, and two-qubit gates have a success

rate of 96.5%, as compared to 99%.

The single atom qubit states can be manipulated using Raman transitions which im-

plement single qubit gates. In order to execute gates between qubits, atoms are optically

coupled to highly excited Rydberg states leading to a strong dipole-dipole interaction be-

tween the atoms [53]. These Rydberg interactions enable multiple atoms at once to interact

strongly and are used to realize multiqubit gates with 87.5% fidelity [66], something that is

not very easily achieved in other devices.

This method of physical quantum computation lends itself to unique capabilities beyond

arbitrary configurations. The main benefit is that due to the long range of these interactions,

gates between qubits which are not directly adjacent in the atom array are feasible. However,
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these longer distance interactions induce a zone of restriction as a function of the distance.

As the distance between qubits in an interaction increases, so does the area of restrictions

around both of the qubits in the interaction. This zone of restriction constrains which qubits

can be acted on at the same time. Two gates can only occur in parallel if their restriction

zones do not overlap.

The strategy has its own unique downsides as well. The weaker optical tweezers can “lose

hold” on the atoms, which are subsequently lost from the array. When this occurs, that

particular run of the circuit is invalid, and the entire array must be reset via a detection and

reloading process. More details of this process will be discuss in Section 3.4 Since the loading

of qubits into the array is relatively slow, on the order of one second, compared to program

execution which usually takes milliseconds, this is a barrier to scalability for neutral atom

devices.

3.2 Compiling for Neutral Atom Architectures

3.2.1 Adapting Mapping and Routing

The general compilation strategies laid out in 2.3 could easily be used on a neutral atom

device. If we only used adjacent atom connectivity on the hardware graph, we would likely

not run into the issue of conflicting parallel operations. However, this would not be taking full

advantage of the long-distance capabilities of a neutral atom device. This section specifically

adjust the general mapping and routing algorithms laid out previously.

In a neutral atom device, we are not constricted by physical connections on a fabricated

chip as we are on superconducting devices. Instead, we are constrained by a maximum

interaction distance, or dmax, which is the furthest physical distance, dp(u, v) that two qubits

u, v can be from each other and still interact with one another. Now, our interaction graph

of hardware qubits contains an edge between nodes u, v if d(u, v) ≤ dmax. This breaks
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Figure 3.2: An example of how SWAP paths of the same length can result in different
interaction distances from other qubits on the architecture and how not all SWAPs will have
the same effect on locality as on hardware where the adjacency graph is the interaction
graph.

the original assumptions of our interaction graph introduced previously, where a connection

implied physical adjacency and intractability. Here, the physical distance could be much

longer, affecting the area of restriction with parallel operations, even though the interaction

cost is the same. One choice of SWAP can be significantly different to another due to the

increased range of operations, as seen in Figure 3.2 where the qubits could be moved further

away from neighboring qubits, even if the SWAP paths are the same length.

For mapping, we can simply use the new interaction-graph in place of the original ad-

jacency based interaction graph. The logic in this case remains the same. However, it

is not necessarily the case for the router. Here, we must to reconcile the difference of

physical distance versus the interaction distance. We still explore the neighbors of the cur-

rent physical qubit in the interaction graph that move the qubits strictly closer, but we

score each candidate SWAP differently. Due to the increased number of paths between

qubits, in place of the original distance function, we use a normalized hardware difference:

dnorm(p, q) = bdh(p, q)/dmaxc where dh. This let’s estimate the number of SWAPs that will

be required to interact two qubits with one another. We also add an additional variable

to our maximization function by adding the distance between the current hardware qubit
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and the candidate SWAP qubit and the disruption function: S(q, p) = dnorm(q, p) +D(q, p).

This weights the distance moved towards the target, as well as considering the improvement,

or detriment, to locality that the change causes.

This consideration does not cover the issue of serialization due to the restriction zones

induced by longer interaction distances. Due to the non-local effects of different interactions,

this needs to be considered differently than the general algorithm. In general, the compiler

attempts to use an “As Soon As Possible” scheduling strategy. This strategy first ensures

that any operations that were deferred previously are scheduled first. We then examine the

frontier of potentially executable operations and schedule as many in parallel as possible.

That is, as many operations as do not overlap with other areas of restriction and the qubits

are within range of one another. We then perform a round of SWAP operations that do not

conflict with one another that move the qubits closer.

As neutral atom technology is also able to perform native three-qubit gates, we can

make a simple change that generalizes these algorithms adaptable to many qubits. When

determining which candidate SWAP qubits to check, we only explore those than reduces the

sum of the distances to the other qubits. This ensures that we consistently move the locality

of the qubits to one another.

3.2.2 Experimental Evaluation

We now explore how these compilations changes affect the resulting circuits, and how well

we are able to balance the benefits of Neutral Atom architectures.

Benchmarks

For this work, we have chosen a set of quantum programs which are parametrized, the input

size can be specified, to allow us to study how the advantages and disadvantages of a NA

system change as the program size increases. Specifically, we study Bernstein-Vazirani [14],
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a common quantum benchmark, with the all 1s oracle to maximize gates, Cuccaro Adder

[28], a ripple carry adder with no parallelism, the CNU gate [11], a logarithmic depth and

highly parallel decomposition of a very common subcircuit, QFT Adder [91], a circuit with

two QFT components and a highly parallel addition component, and QAOA for MAX-CUT

[35], a promising near-term algorithm, on random graphs with a fixed edge density of 0.1.

Experimental Setup

For most experiments, we compile our benchmarks, with sizes up to 100, on a 10 × 10

NA device. We have a fixed radius of restriction but vary max interaction distance from

1 (emulating superconducting systems) up to the maximum needed for global connectivity

(here hypot(9, 9) ≈ 13). In relevant benchmarks we compile with decomposed multiqubit

gates and without. All experiments were run using on a machine using Python 3.7 [107],

Intel(R) Xeon(R) Silver 4110 2.10GHz, 132 GB of RAM, on Ubuntu 16.04 LTS. All plot

error bars show ±1 standard deviation.

3.2.3 Evaluation Results

In this section, we explore promising architectural advantages provided by the neutral atom

technology. We examine long range interactions where atoms distant on the device can

interact similar to a device with high connectivity. However, the cost of this longer range

interaction is higher serialization due to the proportional increase in restricted area. Second,

we explore the native execution of multiqubit gates on the NA platform. Since netural atom

technology is still in its early stages, it can be unfair to compare expected program success

rates from current gate error rates and coherence times. We analyze common metrics, gate

count and depth, which are good predictors of a program’s success rate if executed.

Trapped ion and superconducting architectures currently support qubit interaction only

between adjacent qubits. In SC systems this usually corresponds to a 2D grid or some other
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sparse connectivity, where each qubit is able to interact with a small number of qubits.

One of the important promises of trapped ions is all-to-all connectivity where each qubit can

interact freely with any other qubit in the same trap. Each trap however, is currently limited

by the number of ions it can support and expensive interactions across different traps.

In NA architectures, the connectivity lies somewhere between these two extremes. The

atoms, while often arranged in a 2D grid, have all-to-all connectivity beyond immediate

neighbors, i.e. within a fixed radius. This radius is dictated by the capabilities of the

hardware and can theoretically reach as large as the device. However, current demonstrations

have been more limited, for example up to distance 4. In this work, our experiments analyze

the full sweep of interaction distances to understand the importance of long range interactions

to optimizing program success rate predictors.

Long range interactions in NA are not free, we define an area of restriction imposed by

interacting qubits at a distance d from each other, f(d). Specifically, given this interaction

distance between qubits of the set Q all other qubits q 6∈ Q with distance less than f(d) to

any of the interacting qubits cannot be operated on in parallel. Furthermore, suppose we

have two operations to be performed in parallel. These two operations can only execute in

parallel if their areas of restriction do not overlap. For experiments in this work we explore

the function f(d) = d/2. Intuitively, as this function becomes more restrictive, i.e. the areas

surrounding the interacting qubits get larger, fewer total operations will be executable in

parallel, affecting the total execution time of the program.

Long range interactions are important for reducing the total number of gates required

for execution on devices with relatively limited connectivity. Limited connectivity requires

compilers to add in many extra SWAP operations. The lower the connectivity, the greater

the average distance between qubits on the device therefore more SWAPs are required to

execute multiqubit gates between arbitrary sets of qubits. In Figure 3.3, we explore the gate

counts of compiled programs for various sizes over a range of maximum interaction distances
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Figure 3.3: Post compilation gate count across benchmarks. On the left are percent savings
over the distance 1 baseline averaged over program sizes up to 100 qubits. Each color is a max
interaction distance. Noticeably, there is less additional improvement as the MID increases,
indicating most benefit is gained for smaller distances. On the right is a sample benchmark
(holds in general) with many program sizes compiled for the whole range of MIDs. As the
program size increases, larger MID show benefit before flattening off.

up to the largest possible distance supported on the device. In each of these experiments,

all programs are compiled to 1 and 2 qubit gates only. Intuitively, we might assume having

a larger maximum interaction distance will necessarily be better than a smaller one since

it emulates global connectivity therefore not requiring any additional SWAP operations. In

general, we find the most benefit in the first few improvements in max interaction distance

with more relative gain for larger programs. The reduction in gate count is due solely to a

reduction in total SWAPs.

Importantly, the benefit obtained from increasing max interaction distance tapers off

with vanishing benefit. The rightmost points in these figures correspond to an interaction

distance the full width of the device, providing all-to-all connectivity. At this distance no

additional SWAP gates are required, so this is the minimum possible number of gates to

execute the input program. This distance is not required to obtain the minimum (or near

the minimum). In fact, a smaller interaction distance is sufficient. This is promising in cases

where large interaction distances cannot be obtained and hardware engineers can focus on

building higher fidelity short to mid range interactions. For larger devices, the curves will be

similar, however, requiring increasingly larger interaction distances to obtain the minimum.
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The shape of the curve will be more elongated, related directly to the average distance

between qubits.

A similar trend exists for circuit depth as seen in Figure 3.4. As interaction distance in-

creases the depth tends to decrease, with the most benefit found in larger programs. Again,

the rate of benefit declines quickly. We expected that as the interaction distance increased,

the depth would decrease initially, then increase again due to restriction zones proportional

to the interaction distance. As the maximum allowed distance increases, the average size of

these zones will increase, limiting parallelism. However, there are several important factors

diminishing the presence of this effect. First, SWAPs are a dominant cost in both gate count

and depth, often occurring on the critical path. Therefore, reducing the need for communi-

cation typically corresponds to a decrease in depth. Second, many quantum programs are

not especially parallel and often do not contain many other gates which need to be executed

at the same time limiting the potential for conflicting restriction zones. In our set of bench-

marks, the circuits with high initial parallelism like CNU and QFT-Adder (a long stretch of

parallel gates in the middle) do show increases in depth with increased interaction size but

are not especially dramatic. In cases where gate error is dominant over coherence times, the

reduction in gate count far outweighs the induced cost of greater depth or run time.

This isn’t to say there is no cost from the presence of a restriction zone. In Figure

3.5 we analyze the relative cost of the restriction zones. In this set of experiments the

program is compiled with the same maximum interaction distance. In the ideal case it is

compiled with no restriction zones, resembling other architectures which permit simultaneous

interactions on any set of mutually disjoint pairs. These two circuits have the same number

of gates, including SWAPs. When no parallelism is lost, either from the original circuit or

from parallelized communication, these lines are close. A large gap indicates the increased

interaction distance causes serialization of gates. One additional side effect, which we do not

model here due to complexity of simulation is the effect of crosstalk. By limiting which qubits
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Figure 3.4: Post Compilation depth across all benchmarks. On the left, the reduction in
depth over the distance 1 baseline. Each bar is the average over all benchmark sizes. On the
right we see a similar drop off in post-compilation depth for the QFT-Adder. We’ve chosen
this specific benchmark to highlight the effect of restriction zones. Here we show a subset of
all sizes run. Depth initially drops but for larger interaction distances some of this benefit
is lost. We expect this to be more dramatic for even larger programs.

can interact in parallel we can effectively minimize the effects of crosstalk implicitly. This

can be made more explicit by artificially extending the restriction zone to reduce crosstalk

error by increasing serialization.

Long range interactions are not the only unique property of NA architectures. One

of the important promises of NA hardware is the ability to interact multiple qubits and

execute complex instructions natively. For example, gates like the three qubit Toffoli could

be executed in a single step. This is important for several reasons.

First, it doesn’t require expensive decompositions to one- and two-qubit gates. Gates

like the generalized Toffoli have expensive decompositions, transforming compact complex

instructions into long strings of gates before SWAPs or other communication is added. The

base, 3 qubit Toffoli itself requires 6 two qubit gates and interactions between every pair

of qubits. If all these Toffoli gates could be executed natively without decomposition this

saves up to 6x in gate count alone. Toffoli gates are fairly common in quantum algorithms

extended from classical algorithms like arithmetic since they simulate logical ANDs and ORs.

If even larger gates are supported, this improvement will be even larger.

Second, efficient decomposition of multiqubit gates often requires large numbers of extra
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Figure 3.5: The induced restriction zone from interaction distance increases serialization.
In the prior results this is hard to discern because compared to low interaction distance
the amount of gate savings translates to depth reduction. Here we compare benchmarks
compiled with our restriction zone and compare to a program with no restriction zone, to
mimic an ideal, highly parallel execution. The existence of a restriction zone most effect on
programs which are parallel to begin with. On the right we directly compare this effect on
the QAOA benchmark; solid line is compiled with realistic restriction zone and dashed is
ideal. The separation between the corresponding lines signifies the effect of the restriction
zone.

ancilla qubits. For example, in our CNU benchmark we use the logarithmic depth decomposi-

tion which requires O(n) ancilla, where n is the number of controls. When complex gates are

executable natively, additional qubits are typically not needed, reducing space requirements

for efficient implementation of gates.

In the NA architecture, execution of these gates does come with some constraints. For

example, to execute a 3 qubit Toffoli gate, each interacting qubit needs to be less than the

maximum interacting distance to every other interacting qubit. Therefore, with only an

interaction distance of 1 it is impossible to execute these gates and instead they must be

decomposed and for larger gates more qubits will need to be brought into proximity. While

not explored explicitly in this work, larger control gates will require increasingly larger

interaction distances. In general, the more qubits interacting, the larger the restriction zone,

increasing serialization if the qubits are too spread out.

Our set of benchmarks contains two circuit written explicitly in terms of Toffoli gates:

CNU and Cuccaro. In Figure 3.6 we analyze the effect of native implementation of these gates

rather than decomposition. The benefit is substantial in both cases requiring many fewer
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Figure 3.6: Compiling to programs directly to three qubit gates reduces both gate count and
depth. Here we highlight a serial and parallel application written to three qubit gates. Here
dashed lines are compiled to two qubit gates decomposing all Toffoli gates before mapping and
routing. Solid lines compile with native Toffoli gates. With native implementation of three
qubit gates we obtain huge reductions in both depth and gate count for both benchmarks.

gates across all maximum interaction distances. While these gates have been demonstrated,

their fidelity is much lower than the demonstrated fidelity of two qubit gates. However, a

simple estimation given by the product of the gate errors in the decomposition shows the

fidelity of the Toffoli gate is greater than that of the decomposition. We give a more precise

analysis of this effect in the next section.

Both long range interactions and native implementation of multiqubit gates prove to

be very advantageous, though the benefit is tempered by a distance-dependent area of re-

striction which serializes communication and computation. The importance of these effects

is input dependent. Programs written without multiqubit gates cannot take advantage of

native implementation. Programs which are inherently serial are less affected by large re-

striction zones at long interaction distances. One of the most important observations is

that excessively long interaction distances are not required and most benefit is obtained in

the first few increases. However, as the input program size increases for larger hardware,

we expect more benefit to be gained from long interaction distances. This trend is evident

here where small programs have almost no benefit from increasing distance 2 to 3 but large
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programs nearing the device size see much more.

3.3 Error on Neutral Atom Devices

In the previous section we explored the effect on several key circuit parameters like gate

count, depth, and parallelism. These metrics are often good indicators for the success rate

of programs on near and intermediate term quantum devices where gate error is relatively

high and coherence times relatively low. In the case where gate errors and coherence times

are uniform across the device and comparable between technologies, these parameters are

sufficient for determining advantage of one architecture over another. However, current

quantum technology is still in development with some more mature than others. For example,

superconducting systems and trapped ion devices have a several year head start over recently

emerging neutral atoms.

Consequently, physical properties like gate errors and coherence times are lagging a few

years behind their counterparts. It is critical however to evaluate new technologies early

and often to determine practical advantages at the systems level and to understand if the

unique properties offered by some new technology are able to catapult the co-designed ar-

chitecture ahead of its competitors. In this section, we evaluate the predicted success rate

of programs compiled to a uniform piece of hardware with currently demonstrated error

rates and coherence times. It is important to note the gate fidelities and T1 times used as a

starting point are often measured from small systems as no large scale NA architecture has

been engineered to date. The average error, or T1, across the hardware may have variance,

as demonstrated in other publicly available technologies, though neutral atoms promises

uniformity and indistinguishability in their qubits, similar to trapped ions.

Simulating a general quantum system incurs exponential cost with the size of the system.

It is impractical to model all sources of errors during computation and simplified models are

typically used to predict program success rate. Here we compute the probability a program
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will succeed to be the probability that no gate errors happen times the probability that

no decoherence errors occur. If pgate,i is the probability an i-qubit gate succeeds and ni is

the number of i-qubit gates then the probability no gate error occurs is given by
∏

i p
ni
gate,i.

Here we consider circuits with up to i = 3. For neutral atoms, we consider two different

coherence times for the ground state and excited state i.e. T1,g, T1,e and T2,g, T2,e where

the ground state coherence times are often much longer than excited state coherence times.

Qubits exist in the excited state when they are participating in multiqubit interactions only.

The probability coherence errors occur is given as e−∆g/T1,g−∆g/T2,g−∆e/T1,e−∆e/T2,e where

∆g, ∆e are the durations spent in the ground and excited states, respectively. Often, gate

fidelities already include the effects of T1 and T2, i.e. pgate,i includes coherence error. There-

fore, we will consider the probability of no coherence error as e−∆g/T1,g−∆g/T2,g only. These

simplifications serve as an upper bound approximation on the success rate of a program.

In this section we compare against superconducting systems, specifically, using error

values available via IBM for their Rome device, accessed on 11/19/2020. While we directly

compare using the same simulation techniques we want to emphasize the purpose of these

figures is to indicate the value gained from decreasing gate count and reducing depth relative

to other available technology and to suggest that these improvements help overcome current

gate error in neutral atom technology. These are not meant to suggest neutral atoms in their

current stages are superior to superconducting qubits.

Our simulation results are across a large sweep of error rates from an order of magnitude

worse to many orders of magnitude better, where error rates are expected to progress to

in order to make error correction feasible. The point is to evaluate different technologies

with comparable error rates, how much is saved by architectural differences rather than the

current status of hardware error rates, especially when neutral atoms are years behind in

development.

In Figure 3.7 we analyze the potential of NA architectures on three representative bench-
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marks. Here we sweep across various physical error rates and extract the predicted error

rate with those parameters; lower is better. In both CNU and Cuccaro we permit 3 qubit

gates while the others contain only one- and two- qubit gates. The superconducting curves

correspond to similar simulations using error rates and coherence times provided by IBM. At

lower physical error rates we expect all architectures to perform well, at virtually no program

error rate. At this limit, the hardware is below the threshold for error correction. On the

other hand, in the limit of high physical error rates, we expect no program to succeed with

any likelihood and to produce random results. For near- and intermediate-term quantum

computation, the regions between the limits are most important and the divergence from

this all-noise outcome determines how quickly a device becomes viable for practical compu-

tation. For comparable error rates between superconducting and NA architectures, we see

great advantage obtained via long range interactions and native multiqubit gates, diverging

more quickly than the limited connectivity SC devices.

Alternatively, we might ask what physical error rates are needed to run programs of a

given size with probability of success above some threshold. In Figure 3.8, we consider this

question for a threshold success rate of 2/3. Here we sweep across physical error rates and

compute the largest possible program of each benchmark we can successfully execute. There

are two interpretations. First, for a fixed physical error rate we can determine what size

program is likely to be successfully executed. Alternatively, suppose we have a program of a

given size we want to execute, we can then decide what physical error rate do we need to run

that program successfully. For a fixed error rate, we find we can execute a larger program

or, equivalently, require worse physical error rates than a superconducting system to run a

desired program.
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Figure 3.7: Program success rate as a function of two-qubit error rate. Because current NA
error rates are lagging behind competitive technologies we scan over a range of two-qubit
error rates for each of the benchmarks all on 50 qubit programs (49 for CNU) with max
interaction distance of 3. Examining pairs of solid and dashed lines we can compare NA to
SC. In the limit of very low two qubit error rate, systems can support error correction. Both
SC and NA systems scale at roughly the same rate (slope of the line) but the NA system
diverges from the completely random outcome at higher error, allowing us to run programs
on the hardware much sooner. The further to the lower right a point is, the higher fidelity
circuit it can perform with worse error rate.
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Figure 3.8: Another way to examine the data of Figure 3.7 is to ask, given a desired program
success rate, what the required two qubit error rate is. Here we sweep again over two qubit
error rates and record the maximum program size to run with success probability greater
than 2/3. Again, examining pairs of solid and dashed lines we can compare NA to SC. With
the reduced gate counts and depth we expect to be able to run larger programs sooner.
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3.4 Adapting to Atom Loss

So far, we’ve focused primarily on properties of a neutral atom system that are usually

advantageous and have analyzed that while there are tradeoffs, the gates and depth saved

drastically outweighs any cost. However, neutral atom systems are not without limitation.

The atoms in a NA system are trapped using optical dipole traps such as optical tweezers.

While this technique offers great flexibility in array geometries and the prospect of scaling

to large atom counts, the trapping potential per atom is weak when compared to trapped

ion architectures. Consequently, neutral atoms can be lost more easily during or between

computations forming a sparser grid. Fortunately, this loss can be detected via fluorescence

imaging and remedied with various software and hardware approaches with different overhead

costs analyzed here.

Atom loss has critical implications on program execution. For near-term computation, we

run programs hundreds or thousands of times to obtain a distribution of answers. Consider

running a program, after each trial we evaluate whether atoms have been lost. If an atom

used by the computation has been lost, then we have an incomplete answer. Upon a loss, we

have no way of knowing if it occurred in computation and must disregard the run from our

distribution and perform another shot. Furthermore, a program compiled for the original

grid of qubits may no longer be executable. The program must either be recompiled for the

now sparser grid of qubits, the array of atoms can be reloaded, or the compiled circuit can be

adapted to the atom loss. The first two solutions are costly in terms of overhead time. The

third may provide a faster alternative, and provide opportunity to perform more executions

in the same time while maintaining a valid program.

We model atom loss from two processes. The first is based on vacuum limited lifetime

where there is a finite chance a background atom collides with the qubit atom held in the

optical tweezers displacing the qubit. We approximate this occurs with probability 0.0068

over the course of a program and is uniform across all qubits [26]. Loss during readout
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is much more likely. In some systems readout occurs by ejecting atoms which are not in

a given state, resulting in about 50% atom loss every cycle [38]. This model is extremely

destructive and coping strategies are only effective if the program is much smaller than the

total size of the hardware. Alternative, potentially lossless techniques, have been proposed

for measurement, but are not perfect with loss approximately 2% [64] uniformly across all

measured atoms. Detecting atom loss is done via fluorescence which takes on the order of

6ms.

We lay out several coping mechanisms for atom loss and examine their effectiveness in

terms of overheads such as the time to perform array loads, qubit fluorescence, and potential

recompilation. In each of these experiments we assume the input program is smaller than the

total number of hardware qubits in the original grid, otherwise any loss of an atom requires

a reload. These additional unused qubits after initial compilation are considered spares,

borrowing from classical work on DRAM sparing [77]. Currently, no program that executes

with reasonably high success will use the entire grid and these spares will come at no cost.

Potentially, as many atom losses can be sustained as number of spares. However, an array

reload is always possible there is an unlucky set of holes or no more spares. Below we detail

various strategies. These strategies work to adapt the resulting circuit from mapping and

routing, using the features neutral atom architectures to adjust the normal runtime strategy

of a quantum circuit.

3.4.1 Recovery Strategies

We have several different strategies we can pursue to recover from a incurred atom loss. The

first set of strategies are all performed on the originally compiled circuit, it does not try to

influence the original compilation.

• Always Reload. Every time an atom loss is detected for a qubit used by the compiled

program we reload the entire array. This naive strategy is efficient when array reloads
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Figure 3.9: Examples of two different atom loss coping strategies. (a) shows the initial
configuration of three qubits, with the spare qubits in a light grey, and in use qubits black.
(b) Represents how the atoms are shifted into the spare qubits to accommodate a lost
atom under the virtual remapping strategy. Notice that the interaction is no longer within
interaction distance 1. (c) Demonstrates how rerouting strategies swaps a qubit to a valid
interaction configuration, then returns it. Numbers indicate the order of swaps.

are fast since only a single compilation step is needed.

• Always Full Recompile. When an interfering atom loss is detected we update the

hardware topology accordingly and recompile the input program. This fails when the

topology becomes disconnected, requiring a reload.

• Virtual Remapping. NA architectures support long range interactions up to a maximum

interaction distance. Therefore, shifts in the qubit placement is only detrimental to

execution when the required qubit interactions exceed this distance. For this strategy,

we start with a virtual mapping of physical qubits to physical qubits where each qubit

maps to itself. When an atom is lost we check if it is used in the program. If so, we

adjust the virtual mapping by shifting the qubits in a column or row of the qubit in

the cardinal direction with the most unused qubits starting from the lost atom to the

edge of the device. This process is shown in Figure 3.9b. In this figure, addressing qb

would now point to the original location of qc, and addressing qc would point to the

qubit to the left of qc’s original location. If there are no spare qubits, we perform a

full reload. Otherwise, we execute the gates in order according to the mapping. If two

qubits which must interact are now too far apart, we reload. This strategy is efficient

in terms of overhead since this virtual remapping can be done on the order of 40 ns in
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hardware [29] via a lookup table. However, this strategy can be inefficient in number

of reloads required since it is easy to exceed the interaction distance. We later explore

how many atom losses can be sustained before reload which allows us to estimate how

many reloads will be required on average.

• Minor Rerouting. Here we perform the same shifting strategy as in Virtual Remapping

to occupy available spares. However, rather than failing when distance between the

remapped qubits exceeds the maximum interaction distance, we attempt to find a

path over the usable qubits, and insert SWAP gates along this path. To simplify

computation we SWAP the qubits on the found path, execute the desired gate, then

reverse the process to maintain the expected mapping. The rerouting is shown in

Figure 3.9c. Too many additional SWAPs are detrimental to program success. We

may force a reload if the expected success rate drops, for example by half, from the

original program’s expected success rate.

• Compile to Smaller Than Max Interaction Distance. For most programs there are di-

minishing returns to compiling to larger max interaction distances, but can be sensitive

to atom loss. In this strategy we compile to an interaction distance less than the max

so when qubits get shifted away from each other it will take more shifts to exceed

the true maximum distance. The overhead is the same as Virtual Remapping but the

compiled program could be less efficient than one compiled to the true max distance.

• Compile Small and Minor Reroute. This strategy is based on Compile to Smaller Than

Max Interaction Distance but performs the same rerouting strategy asMinor Rerouting

with similar overhead costs.

Each of the above strategies can be augmented by moving beyond the hardware adjacency

graphs. Moving along the adjacency graph can maintain locality of nearby qubits, but it

perturbs many qubits as we perform different shifting strategies. We can instead shift the
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Figure 3.10: Atom loss as a percentage of total device size which can be sustained before
a reload of the array is needed. Each program is 30 qubits on a 100 qubit device. As the
interaction distance increases most strategies can sustain more atom loss. Strategies like
full recompilation can sustain large numbers of atom loss but as we will see are expensive
computationally. Fast, hardware solutions or hybrid solutions can sustain fewer numbers of
holes but have lower overhead. We show two representative benchmarks parallel vs. serial.
“im” represents the interaction graph methods.

qubits along the shortest path to an available qubit on the interaction graph. This moves

fewer qubits and can be more flexible. The interaction based strategies are not bounded by

the “walls” of the architecture. A demonstration of this is shown in Figure 3.15c.

3.4.2 Experimental Evaluation

Excluding the first approach of reloading with any interfering atom loss, we examine how

many losses can be sustained without exceeding the constraints of the architecture in size,

dimension, or needed interaction distances. Figure 3.10 shows the maximum number of holes

supported by the different strategies for a 30 qubit Cuccaro adder and a 29 qubit CNU. The

entries for compile small and compile small + reroute are compiled to one less than the

maximum interaction distance. We do not compile to interaction distance 1, so we do not

have entries for these strategies at interaction distance 2.
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Maximum Resistance to Loss

As would be expected, recompile is able to support the most lost atoms since the only

failure cases are: disconnected hardware topology or fewer atoms than required qubits. In

fact, since our example circuits use 30% and 29% of the hardware, once the interaction

distance overcomes any disconnected pieces, recompiling can sustain 70% atom loss and is

the ideal case for how many atoms can be recovered by a given coping mechanism. The non-

rerouting strategies, while a fast solution since no paths need be found, offer limited atom

loss recovery since it is easy to move outside the maximum interaction distance. The simple

virtual remapping is only able to support a small amount of atom loss but does increase as

the max distance increases. As predicted, compiling to a smaller interaction distance does

enable more resilience to atom loss since more movement can be tolerated before exceeding

the maximum interaction distance. Both rerouting strategies have the disconnected topology

failure case, but reach the additional failure case of not having space in any direction to shift

the qubits in the event of atom loss. This does not occur as often for the non-routing

mechanisms since we hit the barrier of exceeding the interaction distance first. Due to the

lack of space to move the qubits both of the rerouting strategies for hardware based shifting

are only able to sustain 50% atom loss at higher interaction distances. Surprisingly, we

find that the interaction graph based shifting and rerouting strategies are comparable to

recompiling from the start. But, this is due to the fact that we are not limited by the

boundaries of the architecture in these strategies, the shifting strategy moves the qubits

where ever needed until either we reach the disconnected graph, or run out of space for the

required qubits. These are the same failure conditions of the recompilation case, so is able

to recover the same amount of lost atoms.
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Success Rate

However, these different strategies add varying numbers of extra SWAPs to handle atom loss,

lowering the success rate. As more atoms are lost, more SWAPs are needed, and the rate

decreases as seen in Figure 3.11 for Cuccaro and CNU with the rerouting and recompiling

strategies. With current error rates, success is very low for 30 qubit circuits. To better

demonstrate how the success rate changes, we use lower error rates so that, without atom

loss, about 2/3s of shots succeed. For any strategy, as the interaction distance increases,

fewer SWAPs are needed so the shot success stays higher. Since the recompilation strategy is

able to schedule and map qubits with full knowledge of the current state, including missing

atoms, it can achieve the best routing and success rate out of all the atom loss strategies.

All of the rerouting strategies have lower rates since, as seen previously, they tend to add

more SWAPs per atom loss as compared to recompilation. This is even more pronounced

for the interaction graph based solutions, since the qubits are moved further away from

their original positions. But, since compiling to a smaller MID before rerouting means the

interaction distance is exceeded less often, these strategies require fewer SWAPs, boosting

its rate over simply rerouting.

However, when examining the decrease in success rate for interaction graph based shifts,

we find that the potential to move qubits much further away from their original positions is

detrimental to success rate as well. We are not just increasing the depth of the circuit due to

longer range interactions, extra communication is required, increasing the number of gates,

and decreasing the probability of success more than the hardware based solutions.

Overhead Time

Taking this into account, we examine the estimated overhead time of each strategy for 500

runs of a given circuit. We use a 2% chance of atom loss for a measured qubit, and a 0.68%

chance of atom loss due to atom collision in a vacuum. The overhead times for CNU are seen
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Figure 3.11: For strategies which modify the program such as recompilation or rerouting
strategies, additional gates could be added leading to a lower overall success rate. Here we
trace the success rate of our three program modifying strategies. The full recompilation
strategy (circles) is a rough upper bound which best accounts for holes as they appear being
able to move the entire program to a more appropriate location and route best. The gap
between strategies on the same MID gets smaller as the MID gets larger. Here we’ve chosen
the two-qubit error rate corresponding to approximate 0.6 success rate to begin with (based
on Figure 3.8) in order to best demonstrate the change in shot success probability over a
range of atom loss.

40



2 3 4 5 6
0

20

40

60

80

100

120

140

160

180

200

220

240

260

maximum interaction distance

ov
er

he
ad

ti
m

e
(s

)

Overhead Time for 500 Shots (CNU)
always reload compile small c. small+reroute c. small+im reroute
virtual remapping reroute im reroute

Figure 3.12: Strategies that are able reduce the number of reloads necessary greatly reduce
the overhead time when running circuits. Here we show the overhead time for all strategies
except recompilation. The proportion of time dedicated to reloading is shown by the dom-
inate color in each bar, followed by fluorescence in red, and recompilation in black. Any
strategy whose overhead exceeds that of always reloading, such as full recompilation, should
not be considered.

in Figure 3.12. For any rerouting strategy that requires extra SWAPs, a reload is forced once

the number of added swaps would decrease the success rate by 50%. For a 96.5% successful

two-qubit gate, this would be six SWAPs.

Recompilation is not shown in Figure 3.12 as software compilation exceeds the array

reload time, and the overhead time is larger than simply reloading. Other strategies are

always more time efficient than reloading all of the atoms. Additionally, since compiling

to a small size requires fewer fixes with swaps, the overhead time tends to be smaller at

lower interaction distances. Essentially, the fewer times the strategy requires a reload the

faster the overhead time is. Subsequently, we see our interaction model rerouting strategies

performing less well as compared to the basic hardware based methods as the additional
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Figure 3.13: A timeline of 20 successful shots for Compile Small and Reroute with reload
time of 0.3 s and fluorescing time of 6 ms. A majority of the overhead time is contributed
by the reload time and fluorescence, indicating, that the duration and count of these actions
is crucial to overall runtime.

swaps require more reloading more often. Additionally, as interaction distances increase, the

overhead time of each strategy converges. A sample timeline of 20 successful shots using

compile small and reroute can be seen in Figure 3.13. After initial compilation, reloading

takes a majority of the time, so any ability to reduce the number of reloads vastly reduces

the overall run time.

Scalability

Compile small + reroute is an efficient way to improve loss resilience, we next examine

the sensitivity of the successful shot count before a reload to the rate of atom loss for this

strategy. Figure 3.14 shows how the number of successful shots changes as the rate of atom

loss changes. A 10x improvement offers an expected 10x improvement in the number of

successful shots before a reload must occur. This is because the rate of atom loss decreases

as technology improves, reducing the number of reloads, improving overhead time.
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Figure 3.14: Sensitivity to the rate of atom loss for the balanced Compile Small and Reroute
strategy. In prior experiments we used a fixed rate of 2% atom loss. For larger systems this
rate could be worse and in the future we might expect this rate to be much better. For each
interaction distance we see as the rate of atom loss gets better we can run many more trials
before we must perform a reload and reset. Some error bars don’t show on the log axis.

3.5 Designing for Atom Loss

The previous strategies for atom loss only acted on the originally compiled circuit. In the

original compilation the mapping and routing strategies had access to the entirety of the

architecture. Here, we constrain the mapping and routing problem to specific sections of

the architecture in order to further increase the usefulness of the device before performing a

reload of the neutral atom array.

3.5.1 Constraining Methods

• Focused Use and Migration. In the original compiler, a circuit could be mapped and

routed onto any qubit in the architecture. This gives global scope, and finds good map-

ping and routing solutions, but can lead to less dense mapping across the architecture.

Instead, we define a bounding box big enough to hold the circuit, seen in in Figure

3.15d, where for a six qubit circuit, we define a 2 by 3 bounding box. This can be done
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Figure 3.15: Examples of four different atom loss coping strategies. (a) Shows the initial
configuration of qubits using the original compiler that makes use of the entirety of the
architecture. (b) shows the result of using the hardware graph to shift the qubits away
from a newly lost atom. (c) shows how the interaction graph could make a different decision,
taking the shortest interaction path to an open qubit. (d) demonstrates how the architecture
can be divided such that we have multiple opportunities to start in a section with fewer lost
qubits. (e) shows how a wear levelling approach would appear after one remapping of the
circuit. (f) shows how these divided sections can be used to exploit some level of parallelism
in the architecture.

in two ways: a loose or tight configuration. The former defines both dimension by the

ceiling of the square root of the number of qubits. The latter defines one dimension

by the square root, and the second by the number of qubits divided by the square

root. This box is then tiled across the architecture. In the event that the bounding

box does not neatly fit, some overlap is allowed. The circuit is mapped and routed

entirely within one of these sections. When atoms are lost, we continue using any

recovery method previously defined. When the recovery method fails, or the estimated

probability of success falls below a certain threshold, rather than resetting the array,

we directly remap the circuit to a new section of the architecture, accounting for any

previously lost atoms. The process after one relocation is shown in Figure 3.15e. Since

the atoms in the new section have not been used for computation, fewer will have been

lost. We repeat this process until each section has been visited once. Then, the entire

array is reloaded before restarting the process.

• Parallel Executions. The non-overlapping sections defined for Focused Use can be

treated as if each is its own architecture. Instead of shifting the mapped circuit from

one defined region to the next, we can create a single aggregate circuit [30] that con-
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tains multiple instances of the smaller circuit. This is similar to [88] where multiple

variational circuits have been mapped onto a single architecture to improve their per-

formance. We map the circuit onto the architecture multiple times, and run multiple

shots of the individual circuit in one run of the aggregate circuit. Then any individual

circuits that lost no computational atoms can be treated as a successful shot. If an

atom is lost, we can use any recovery methods previously explored until it fails. At

this point, the array is reloaded.

• Focused Use + Partial Parallelism. Rather than filling every section with qubits, we

only fill some of the sections. Then, when the recovery strategy fails, we use a different

set of the predefined sections. We are exploiting some amount of parallelism, but are

giving more resources for the more focused recovery strategies to make use of. This

process continues until each section has been used at least once. The entire array is

then reloaded.

3.5.2 Evaluation

We use the same two benchmarks used in the previous atom loss section, with the addition

of two more near term algorithms variational algorithms. These are the QAOA circuit,

described previously and the VQE circuit. VQE attempts to find the minimum eigenvalue

of a wave function encoded in parameterized rotation gates and entangled qubits [106]. It is

then run several times while tuning the rotation gates. We test one of these iterations. We

use linear entanglement, meaning that the first qubit targets the second, the second then

targets the third, and so on. This lends itself to very low density, highly serialized circuit.

We study these circuits at multiple sizes to understand how our recovery strategies scale as

well.

We also use the same atom loss simulation parameters included the 10 by 10 array of

qubits, and the same rates of loss of atoms from both an imperfect vacuum and measurement.
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3.5.3 Results

We already understand how our original compiling-to-smaller interaction distance with vir-

tual remapping and rerouting fares best among our recovery with respect to recompilation

in maintaining fidelity and best in overhead time, and we will use it as our baseline strategy

to beat without new relocation and parallelism based strategies.

While shifting along the interaction graph provides benefits for larger circuits, we find

that focused use, and relocation to unmapped sections of the architectures can improve

probability of success across circuit size, Figures 3.16 and 3.17. Initially, as atoms are lost,

this strategies maintains the same probability of success as our baseline. This is expected

since we are mapping into a specific section of the architecture, we can still generate a similar

mapping and routing. However, after several atoms have been lost, we see an increase in

the average probability of success indicating a relocation to a new part of the architecture.

Since there have been fewer atoms lost in this new section there is less adjustment, increasing

the probability of success. Focused use and relocation is able to more closely adhere to the

probabilities of success achieved via recompilation, making it a more effective strategy from

this perspective. While we do not achieve strictly better probabilities of success in the 90

qubit circuits, we are able to maintain the same probabilities of success. We do not see the

same benefits since the tiles in this circuit will need to be quite large, at least 9 qubits by

10 qubits. This requires significant overlap and relocation will not have as great an effect.

Additionally, this strategy does not make use of the interaction graph remapping, and does

not benefit from the increased flexibility.

It should also be noted that we do not see a significant difference between the loose and

tight bounding boxes. Both follow the same trend line in each of the benchmarks, indicating

that the circuit is mapped and routed similarly in each case.

We should also note that remapping along the hardware array often fails for larger circuits.

For the 90 qubit circuits, Figure 3.17, we fail to find significant average probabilities of
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Figure 3.16: Decreases in success rate for different mitigation strategies for 30 qubit circuits.
Each color is a different strategy, solid lines are circuits with interaction distance 3, and
dash lines are interaction distance 5. Run over 50 trials, each error bar represents one
standard deviation from the mean. We see decreases for all strategies, with full recompilation
able to maintain the highest probability of success and relocation better approximating
recompilation than our baseline strategy.

Figure 3.17: Decreases in success rate for different mitigation strategies for 90 qubit circuits.
We exclude QAOA from this test as the success rates are not meaningful at current error
rate. Each error bar represents one standard deviation from the mean over 50 trials. We see
the same patterns, with the exception that interaction remapping is often able to outperform
other strategies.
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success for several circuits after the loss of more than one or two atoms when using our

original strategies. They do not provide enough flexibility to find available atoms at this

size, which is why some strategies cannot be seen on the graph. However, when we shift

along the interaction graph, we are able to achieve much higher fidelities. Particularly for

the Cuccaro Adder, we see that at for a maximum interaction distance of 5, the interaction

model based approach achieves much higher probabilities of success. The non-recompilation

counterparts are not able to sustain a minimal amount of atom loss at this size of circuit.

Successful Shots before Reload

Another metric to consider is how many successful shots can be completed prior to reloading

the entire array. Every shot that can be performed without an additional reload reduces the

overall time to run a circuit. We analyze the average successful shots per reload cycle for

each mitigation method for each of our benchmarks.

There is a much more pronounced effect on average shots per reload when utilizing the

new relocation strategy over the rerouting strategy for both large and small circuits, Figures

3.19 and 3.18. We find a much higher rate of average shots per reload for relocation based

strategies. Once the array has been divided into several different sections, when the circuit

is relocated to a new section it will be mostly free of atom loss. Any atoms lost will be due

to computational atoms being remapped into that space, or the rare event of atoms lost to

environmental factors and will be much lower. All of which is conducive to much higher

probabilities of success and reduces reloads.

As the circuit size increases, we see diminishing returns of the relocation strategy. As the

circuit size increases, the number of distinct sections that can be laid out on the array without

overlap, decreases. We do not have as many opportunities to perform a pseudo-reload as the

circuit uses more qubits. We can even quantify this relationship. In Figure 3.20 we see the

relationship between the increase in the number of shots against the number of times the
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Figure 3.18: The average number of shots per reload 10, 20 and 30 qubit benchmarks at
interaction distance four. Error bars indicate one standard deviation from the mean. Each
color is a different recovery strategy. We find that there is significant improvement from our
relocation strategies (red and green), greatly exceeding the baseline number of shots, more
closely matching recompilation.

Figure 3.19: The average number of shots per reload 50, 70 and 90 qubit benchmarks at
interaction distance four. Error bars indicate one standard deviation from the mean. Each
color is a different recovery strategy. We exclude QAOA since it is not a practical circuit at
this size.
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Figure 3.20: The normalized advantage of the relocation strategy to rerouting and interaction
distance four. Each color represents a different circuit, and the advantage of relocation
decreases at a factor inversely proportional to the size of the circuit.

circuit can be fit onto the architecture. For each circuit, we follow the same pattern. The

advantage in the number of shots of relocation to rerouting is roughly proportional to the

size of the circuit. For a 30 qubit circuit, this is up to 3.5x improvement. For a 10 qubit

circuit, this is up to a 8x improvement in average shots per reload. Empirical results do not

match the exact ratio since the bounding box tiles do not fit always fit neatly onto the array.

Additionally, these bounding boxes are often larger than the circuit, causing the advantage

to be lower.

While average shots per reload cycle is good indicator for a strategy’s potential to recover

efficiently, it does not take into account the overhead time to determine the best course of

action. A strategy is only viable if it is faster than reloading the array. If this cannot be

achieved, it is more effective to reload the atoms as it will give us the highest probability of

success. Full recompilation cannot be considered for this reason. Previous work found large
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gains over reloading via the compiling to a smaller interaction distance and rerouting. We

will be comparing against this strategy to determine effectiveness.

In Figure 3.21, we examine the effects of different mitigation strategies on the overhead

time to execute 500 shots for a 30 qubit Generalized Toffoli circuit. While these strategies

are dependent on the length of the circuit, it will scale similarly for each strategy. We

see significant reduction in time dedicated to reloading the entire array for our relocation

strategies and increases for interaction graph based strategies. However, the increases in

calculating the solutions for relocation do not outweigh the overhead time saved by relocation.

For interaction distance four, our relocation strategy outperforms the basic rerouting strategy

by 55% in reload times, and 45% overall.

As the maximum interaction distance increases, the margin of the overall time for each

strategy decreases. As the maximum interaction distance increases, we do not need to add

communication to recover from an incompatible circuit. This reduces the number of reloads

required for each recovery method. The time dedicated to florescence does not decrease, as

each shot, successful or unsuccessful, still requires a fluorescence.

Effects of Parallelism

The benefits of relocation could be improved upon by using multiple non-overlapping sections

of the device at the same time. In doing so, we use as much the architecture as possible.

For example, using 90 qubits to run three concurrent 30 qubit circuits. Since we are using

almost all of the qubits, we will use the interaction graph based remapping as it has proven

to be more effective in situations where most of the architecture has been filled. We examine

the average probability of success for three concurrent 30 qubit circuits in Figure 3.22. This

strategy can only withstand 10 lost qubits at the most since we can only recover as many

qubits as those that have been unmapped. Any increased serialization from running circuits

in parallel does not substantially impact the decrease in probability of success as compared
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Figure 3.21: Overhead times for different recovery strategies at different maximum inter-
action distances. The major color in each bar represents time dedicated to reloading. As
follows from the significant advantage seen previously, relocation is a very efficient strategy.
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Figure 3.22: Decreases in success rate for different mitigation strategies for parallel 30 qubit
circuits. Run over 50 trials, each error bar represents one standard deviation from the mean.
In general, we see that for higher interaction distances, increased parallelism does not heavily
affect the rate of decrease in probability of success rate.

to previous mitigation strategies.

We also analyze the effects of this strategy on the number of average shots per reload

cycle in Figure 3.23. By packing as many instances of circuits as possible into the array,

there is no space to shift the qubits causing the recovery strategy to fail quickly and requiring

a reload. This frequency will increase the overhead time, indicating that full parallel usage

of a neutral atom architecture is not viable at current atom loss rates.

Parallelism with Relocation

Without extra atoms to recover from atom loss, full parallelism is not effective. For smaller

circuits, we do not need to fill the entire architecture. By choosing to only use a portion

of the previously defined bounding boxes, we can take advantage of partial parallelism. By

reducing parallelism, we have the opportunity to make use of relocation as well, potentially

adding to the overhead time gains we have already found. In Figure 3.23 we examine multiple

levels of parallelism for 10, 20 and 30 qubit circuits. The percentage of parallelism indicates

what percentage of the architecture we are using at a time, 30% parallelism means that three

instances of a 10 qubit circuit are being run at a time, with 3 different areas to relocate these
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Figure 3.23: The average number of shots per reload for 10, 20 and 30 qubit benchmarks at
interaction distance four at different levels of parallelism. Error bars indicate one standard
deviation from the mean. Each color is a level of parallelism. Parallel indicates that as much
the architecture is used as possible, and relocation means that only on instance is run at a
time.
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Benchmark Baseline Relocation 2 Parallel % Fluorescence
Time (s) Time (s) Time (s) Decrease

Cuccaro-10 10.91 4.67 3.13 51.22
Cuccaro-20 13.82 9.58 8.24 54.02
Cuccaro-30 26.19 17.05 14.80 40.71
CNU-10 7.98 4.59 2.82 50.60
CNU-20 24.09 8.68 10.50 53.12
CNU-30 30.61 16.58 15.15 35.80
QAOA-10 5.83 4.41 2.66 51.05
QAOA-20 14.83 7.54 7.49 52.70
QAOA-30 42.67 16.43 18.68 35.48
Linear VQE-10 6.26 4.16 2.42 50.83
Linear VQE-20 8.77 6.61 5.01 53.75
Linear VQE-30 15.93 9.79 9.56 36.12

Table 3.1: Full Runtimes with Two Instances of Parallelism

three 10 qubit circuits. We can achieve similar shots per reload to the relocation strategy

when running up to four instances of a 10 qubit circuit, and up to two instances of a 20

qubit circuit or 30 qubit circuit.

Since setting up parallelism occurs during the initial compilation phase, this strategy will

realize the same gains as relocation in terms of reduction of overhead time due to reload time.

However, by running multiple circuits at the same time, we are executing several shots per

fluorescence cycle. We will have successfully reduced the overhead time from fluorescence

by a factor of the number of circuits run at the same time. This can be seen in Table 3.1

for two parallel instances for 10, 20 and 30 qubit circuits. Put together with the gains from

relocation, we see total reductions in overhead time for each of our benchmarks of up to 70%

for a 10 qubit circuit, 60% for a 20 qubit circuit, and 50% for a 30 qubit circuit, seen in

Table 3.1.

3.6 Discussion

Reducing the overhead of running compiled quantum programs is critical to successfully

executing useful near- and intermediate term quantum algorithms. Neutral atoms have many
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attractive properties: long-range interactions, native implementation of multiqubit gates,

and ease of scalability. These advantages reduce gate counts and depths dramatically by

increasing the relative connectivity of the underlying hardware. While long range interactions

induce larger restriction zones which inhibit some parallelism, the amount of gate and depth

savings far outweighs this cost.

The dominant cost in NA systems is atom loss. Weaker trapping potential and destruc-

tive measurement leads to the loss of atoms as computation is performed. We explore various

strategies including the extremes of full recompilation and always reloading. Full recompi-

lation is able to sustain high atom loss but is slow when thousands of trials are needed. But

reloading is also slow and is the dominant hardware cost. Our reroute and compile small

strategies balance atom loss resilience and shot success rate to save computation time. As

resources become more constrained, we require more flexible techniques. By exploiting the

unique feature of long distance interactions, we can make use of a small number of atoms

to improve how many successful shots can be achieved before reloading the circuit via the

interaction graph. This flexibility gives an escape valve for more edge case circuits.

However, we do not only focus on adjusting the initial mapping and routing. By changing

the initial mapping and routing while focusing on effectively using all of an architecture

and more actively avoiding lost atoms, we can further reduce overhead time. Through the

creation of tiled bounding boxes, dividing the array into several small architectures, and

fully exhausting each of these sections before moving into a new section without atom loss

overhead time due to reloading the array is reduced by a factor of the number of times the

circuit fits on the architecture. This can all be done while keeping the probability of success

high and without significant increases in the time to adapt the circuit to the lost atoms.

Finally, we also use these different sections to exploit parallelism. While using every

available atom on a device is not effective due to space constraints, using less than 100%

of the architecture combined with relocation achieves the same number of shots per reload
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while also reducing the number of runs of the array required. This reduces the overhead

time dedicated to florescence, further improving our ability to quickly run repeated shots on

the neutral atom device.

Overall, the unique advantages of neutral atom systems, long-distance interactions and

multiqubit operations, dramatically reduce communication and depth overheads which trans-

lates into lower error rate requirements to obtain successful programs, showing potential for

the advancement of neutral atom architectures. Like their competitors, there are funda-

mental drawbacks of a NA system; here we’ve highlighted the problem of atom loss. This

probabilistic loss is inherent in the trapping process itself. But, we demonstrate that soft-

ware solutions can effectively mitigate the problems due to atom loss. This is critical for

the overall development of the platform: by solving fundamental problems at the systems

level, hardware developers can focus on solving and optimizing other problems, such as gate

errors, and focus on the process of co-design which can accelerate the advancement of the

hardware tremendously.
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CHAPTER 4

HIGHER-RADIX ARCHITECTURES: TAKING ADVANTAGE

OF VARIABLY COSTED OPERATIONS

4.1 Introduction

As was covered in previous sections, a typical quantum architecture is constructed of binary

qubits, which have two distinct states representing 0 and 1. However, this binary abstraction

is not the whole picture. Some quantum hardware, such as superconducting qubits [25] and

trapped ions[90], have natural access to energy levels beyond the 0 and the 1 states that can

be used as extra computation space. And, some algorithms have been designed specifcally

to take advantage of higher-radix computing [103, 52].

One potential option is the use of intermediate qudits [42], which rely on a mixed radix

strategy where a smaller number of qudits are used and are used for a shorter amount of

time. While specialized in its use, the expected advantages are strong, for example in the

generalized Toffoli decomposition (also the subject of this work) using qutrits (three level

quantum systems) temporarily enables a logarithmic depth (approximately circuit duration)

decomposition with linear number of two-qudit gates and requires no additional ancilla space,

scratch bits. The best known qubit-only circuits can obtain logarithmic depth with linear

gate counts [9]. These circuits require linear amounts of additional space which makes

efficient implementations infeasible on error-limited devices and bounding the program size

on available hardware.

Another uses the concept of four-level ququarts to compress the data of two qubits into a

single physical ququart device without the loss of information. This is a more general way to

save computational space. However, this strategy has been avoided due to several drawbacks

that scale with qudit dimension: quadratically increasing logic gate execution time [67], re-

duced coherence time, and increased difficulty of experimentally applying gates [51, 15].
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These are significant disadvantages for a NISQ device that already has limited connectiv-

ity, short qubit lifetimes, and high gate error. However, if these issues can be effectively

mitigated, through specialized gates and compilation strategies, this general compression

method can effectively double the available computational space on a quantum computer for

any arbitrary circuit.

This chapter explores both methods of utilizing higher radix quantum devices and how we

need to adapt our mapping and routing methods to handle these cases. We will particularly

focus on the trade off of gate count for circuit duration, and whether we reduce communi-

cation costs through clever mapping and routing to avoid increases in circuit duration such

that the error due to decohering qubits outweighs error reduction in other area.

4.2 Background: Higher-Radix Computation

Classically, the basic computation unit is the bit which takes the value of either 0 or 1.

In the quantum setting, we often consider the quantum bit (qubit) the most fundamental

unit. For many quantum technologies, such as superconducting qubits and trapped ions, the

implementation naturally has access to infinitely many discrete levels which can be truncated

to any dimension d giving qudits which exist as linear superpositions superpositions of d levels

as |ψ〉 = α0 |0〉 + α1 |1〉 + ... + αd−1 |d− 1〉 where if we choose d = 2 we recover the qubit.

In general, qudit computation is not asymptotically better than qubit computation – both

schemes can universally express quantum computation, and full translation from one radix

to another affords only constant advantages [42].

Use of additional logical levels for quantum computation is not new. There have been

two primary considerations for their use. First, full translations from qubits to qudits, usu-

ally of small dimension d, have been proposed. For example, translation has been used to

implement arithmetic or Shor’s algorithm [18, 17], which require an expanded gate set to

implement generalized ternary gates. Second, temporary use of additional logical states has
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been shown to be useful in specific cases. In these cases, programs begin and end entirely

as qubits, but during computation temporarily access additional logical levels. These works

focus on a small set of applications such as the generalized Toffoli gate and adders [8, 111]

and rely on hand optimization to extract benefit from these states without using too many

gates or spending too much time occupying these states. This temporary use strategy has

been generalized as compression [7] to generate ancilla to speed up specialized subcircuits.

These prior works operate in the gate model only, assuming that gates on different dimension

qudits are effectively the same - they can be executed with equivalent fidelity and execute in

a similar amount of time. They also generally ignore architectural connectivity constraints

and the inherent increased cost to communicate qudits at long distances. While gate rep-

resentations are useful, they omit crucial systems level details, such as gate duration and

pulse implementation fidelity, which determine the viability of mixed radix computation in

general. Prior work has shown a worst-case quadratic increase in gate duration [67] for

higher-dimensional gates, meaning in practice we must be extremely careful about how we

use qudits.

For a variety of reasons, such as increasing number of error channels which become harder

to control, using large numbers of states is often impractical and instead we should carefully

choose the computing radix based on our target applications and available hardware. For

example, measurement (the process of collapsing a quantum state to a classical value) of high

level systems is often challenging for trapped ions and if possible we should try to measure

only qubits. Additionally, characterizing higher energy levels is difficult as they are more

prone to noise and suffer from lower coherence times, at a rate of around T1/(d− 1), where

d is the qudit dimension and T1 is the coherence time for a qubit [15].

As mentioned in 2.1, to manipulate quantum states we apply gates, can be represented as

unitary matrices. For the most part, hardware supports at most gates on 1 or 2 inputs and all

larger gates must be synthesized directly from smaller ones. For higher radix computation,

60



in 4.4 we consider a basis set which consists of the generalized versions of the X+k gates

and the Xi,j gates which are classical permutations of the basis elements. The first behaves

by shifting every basis element’s coefficient +k modulo the dimension of the system. The

second behaves by swapping the coefficients of the i-th and j-th states and leaving all other

coefficients the same [76]. We also consider the controlled versions of these gates. In some

decompositions we will use Toffoli-like gates on higher dimensions, which have constant depth

decompositions into 1 and 2 qudit gates.

However, we can expand this gateset to be any set of operations that interact with the

|2〉 and |3〉 state. In 4.4 we will use these gate sets to develop higher-radix circuits that use

these states in an intermediate capacity, expanidng on the work in [8]. In 4.5.1 and 4.6 we

will develop a gate set that is functionally the basis of a two-level system, but operates on a

higher-radix ququart based architecture.

4.3 Background: Quantum Optimal Control

Gates on a device are implemented by applying hardware-specific control fields fk(t) to

the qudit(s) involved in the operation. In superconducting architectures, control fields are

analog microwave pulses. Quantum optimal control searches for a control sequence that best

replicates the effect of a target logic gate. Different algorithms and toolboxes have been

designed for this purpose [57, 100, 83, 46]. In this work, we use the open-source optimal

control software Juqbox [84, 83] to find the shortest-duration control pulse sequence that

reaches a specified fidelity for each logic gate of interest. Juqbox optimizes the control fields

fk(t) to minimize an objective function J [fk] = 1 − F [fk] + L[fk] consisting mainly of the

gate fidelity

F [fk] =
1

h2

∣∣∣Tr
{
U
†
T [fk]V

}∣∣∣2 (4.1)
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between the target unitary V and the applied transformation UT [fk], where h is the Hilbert

space dimension of the logical subspace. This is achieved by repeatedly solving the Schrödinger

equation and adjusting the control fields in every iteration to minimize J . The full Hilbert

space of the optimization typically includes additional guard states to capture the influence

of higher energy levels present in superconducting systems [61, 83]. As these guard states are

not part of the logical subspace, their populations are penalized with a leakage term L[fk]

in the objective function.

4.4 Routing Intermediate Qudit Circuits

While the advantage conferred from clever circuit design is clear from prior exploration of

intermediate qudits, prior works omit two critical considerations from their constructions.

First, these circuits are not compiled to any real device. While some devices promise all-to-all

connectivity, most devices have limited connections between devices meaning programs must

have movement operations inserted during compilation. This introduces large amounts of

communication overhead, on average, which must be minimized [50]. Furthermore, swapping

states different dimensional qudits requires tailored communication operations which get

more expensive as the dimension of the inputs increases. Second, qubit gates and qudit

gates are not created equal. From a circuit point of view, they take up one unit of time

each, but when implemented on device this may not be the case. To execute gates on

hardware, analog pulse sequences must be generated, for example via the optimal control

process described earlier. The duration of these pulse sequences determines the length of a

given gates. In some cases, converging to a high quality pulse sequence of minimal length is

difficult [83, 84].

In this section, we consider a straight-forward compilation of intermediate qudit circuits

to connectivity-limited superconducting devices. To do so, we introduce swap gates designed

explicitly to communicate qudits of different dimensions, for example qubits with ququarts
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(4 level systems). Second, we consider realistic gate times obtained via optimal control

for superconducting based quantum architectures to better study expected circuit durations

beyond circuit depth. Together, we use these compilation tools to study one representative

implementation of the generalized Toffoli using different levels of intermediate qudits. In

particular, this section explores

• Detailed efficient decompositions of SWAP gates between qudits of different dimensions

• A simple compilation pipeline transforming intermediate qudit circuits into ones which

obey connectivity-limited hardware constraints

• An introduction of intermediate ququart and ququint (5 level system) implementations

of the generalized Toffoli, a critical circuit component for many larger algorithms

• An evaluation of the near-term benefits conferred by using intermediate qudits using

realistic gate times for superconducting devices.

4.4.1 Higher Radix Communication Circuits

Current hardware has limited connectivity and only qudits which are adjacent on hardware

may interact. Communication operations, called SWAPs, are required to move qudit states

around the device. Here, we present a generalized decomposition of the SWAP gate taking

in qudits of any dimension.

The decomposition of the qudit SWAP gate is straightforward and follows from the qubit-

qubit swap. The key idea is to consider size 2 subsets of the basis elements. For qubits, this

amounts to the subset {0, 1} for which the decomposition is three 1 controlled X01 flips. For

qutrit SWAPs we now have three possible subsets {0, 1}, {0, 2} and {1, 2} and then perform

partial SWAPs as if the qudits exist only in the subspace spanned by the elements of the

subset. Here, we would do three 1 controlled X01 flips followed by three 2 controlled X02
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1 X01 1 2 X02 2 2 X12 2

X01 1 X01 X02 2 X02 X12 2 X12

Figure 4.1: The decomposition of a qutrit based SWAP gate.

flips and then three 2 controlled X12 flips. The control value can be either of the elements

of the subset.

As the dimension increases, a SWAP is decomposed into O(n2) 2-cycles where n is the

dimension of both qudits. For communication between qudits of different dimensions the

same strategy applies but the scaling is O(nm) where n,m are the dimensions of the two

input qudits. There have been other approaches for generalized SWAP gates by using more

contrived basis elements [105, 110], but we find these to be intuitive and match the expected

asymptotic scaling that optimal control predicts for gate durations. Additionally, this version

of the SWAP gate will handle mixed radix inputs. That is, if one device is in a different radix

from the other, the same set of gates for the higher radix SWAP can be used as would be used

if they were both higher radix devices. In Figure 4.1 we show a swap gate decomposition for

two qutrits.

4.4.2 Synthesizing Gate for Higher Radix Computation with Quantum

Optimal Control

By using optimal control analog pulse sequences can be produced for a given unitary. Typ-

ically, durations are chosen before hand and the goal is to produce a high fidelity (quality)

implementation of the gate within the alotted duration. Finding optimal pulse durations is

challenging, and is expected to scale quadratically with the dimension of the input unitary.

We consider gate times obtained via optimal control to accurately account for communication

time costs and total circuit duration. While hardware supports a limited gate set, optimal

control procedures can permit us to synthesize any unitary. But, we limit this to a small gate

set on bounded numbers of qudits to limit classical overhead. Instead, we can interpolate to
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Qudit Levels Interaction Time (ns) Swap Time (ns)

1 30 -
2 50 -
3 50 -
4 50 -
0, 1* 150 600
0, 2 500 1200
0, 3 500 1500
0, 4 600 1800
1, 1 500 900
1, 2 500 1200
1, 3 500 1500
1, 4∗ 600 1800
2, 2∗ 675 2950
2, 3 850 5000
2, 4∗ 1025 7050
3, 3 850 5000
3, 4∗ 1025 7050
4, 4∗ 1200 7500

Table 4.1: Times used for various gates across different levels of qudits. An asterisk indicates
an interpolated value.

predict other gate durations or produce pulses for gates in the decomposition. As it is not the

topic of this work, please see [83, 84] for more information. Gate times for this work are listed

in Table 4.1. The times for qubit-qubit interactions and swaps, and single qubit interactions

are known from gate times from devices such as IBM’s hardware. Times for qubit-quqart,

quqart-ququart, and single ququart interactions and swaps were found via optimal control.

Gate durations for qutrits and ququints were found via a linear interpolation between these

points. The exact times for any gate also depends on the exact Hamiltonian used to model

the underlying device or other physical restrictions. The numbers obtained here are from a

standard superconducting Hamiltonian, as would be found for IBM’s hardware [2].

As seen in table 4.1, as the radix increases, so does the time required to perform an oper-

ation on each qudit. As the highest energy level increases, the pulses required to achieved the

desired result becomes more complex as it needs to satisfy more constraints and transitions,
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elongating the necessary pulse duration. There are several examples of how this could be

achieved physically [62]. These increased radix devices also have higher rates of decoherence,

but if the circuit depth and communication this will be balanced by a shorter circuit dura-

tion. While this section does not focus on other architectures, the presented circuits would

be valid, but would a new set of control experiments [87]. However, we would expect similar

scaling on these architectures due to the higher level of control required.

4.4.3 Adapting Compilation to Higher Radix Devices

Since many qudits will be in higher-level states, we must use qudit SWAP gates to effectively

route the circuit on a device. While the same challenges from the generic mapping and

routing algorithm still apply, these qudit SWAPs present a new wrinkle. Not all SWAPs

have the same time costs, so one SWAP could be more detrimental in terms of circuit duration

that two SWAPs between lower radix qudits. Additionally, since higher radix qudits have

lower coherence times, longer circuit durations are detrimental to the success rate of circuit

execution.

To adapt our generic compiler algorithm to this structure, we develop a dynamic distance

function that uses the time to perform a SWAP instead of using simple distance in the edge

weight. This is done by maintaining a collection of time values in the routing algorithm and

mapping between each qudit and its maximum possible radix at a given time. We can we

use these two values to create a weighted connectivity graph, as seen in Figure 4.2. We then

perform the disruption calculation as we did in the original algorithm with this new distance

function, only examining qubits that move closer together.

4.4.4 Evaluation Benchmarks

We focus on the Generalized Toffoli, or N-Controlled X gate as our benchmark. This circuit

is easily generalized to higher level quantum systems with similar constructions at each level.
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Figure 4.2: A representation of the dynamic map used for mapping and routing when routing
quantum devices in higher, mixed radix configurations. Each edge is weighted with the
different time it will take to perform a SWAP along that edge.

At the qubit level, this gate can be implemented with any number of ancilla qubits [9]. But,

to achieve this circuit in logarithmic depth we need to use n − 2 ancilla for n number of

controls, significantly reducing the amount of usable space available to execute a quantum

circuit. An example of this circuit for 5 controls with 3 ancilla qubits is in Figure 4.3.

An ancilla-free log depth version of the generalized Toffoli has also been developed for

qutrit capable quantum systems [42]. By using intermediate qutrits, this circuit uses 1 and 2

controlled +1 gates to reduce the number of qubits used and number of gates used. The set

of controls are treated as nodes in a tree, recursively stepping down the child nodes in the

tree to create the circuit. The child nodes target their parent node with a controlled qudit

Toffoli gate which could increment or decrease the state of a qubit rather than performing

an X gate. In the case of the leaf nodes, we use a 1 controlled qudit Toffoli gates. Then, any

internal nodes use a 2 control since their states will have been increased from 1 to 2 if the

leaf qubits were in the 1 state. Finally, the qubit representing the root of the tree performs
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Figure 4.3: A logarithmic depth Gener-
alized Toffoli circuit using qubits with 5
controls and 4 ancilla.

1 1

+1 2 2 −1

1 1

+1 2 −1

1 1

+1 2 2 −1

1 1

Figure 4.4: A logarithmic depth Gener-
alized Toffoli Circuit using qutrits with 7
controls.

a 2 controlled X gate on the target qubit. We then reverse the controlled qudit Toffoli gates

to return the input qutrit to their original, non-elevated state. An example of this circuit

with 7 controls is seen in Figure 4.4.

We expand on this idea by constructing generalized Toffoli circuits that take advantage

of even higher level quantum systems. We use the same tree-like framework developed

for qutrit circuits, but can use the additional computational space afforded to us by these

systems. Specifically, we use this extra space to remove the use of the gates involving three

qudits, replacing them with two gates that use only two qudits each. While this may seem

like an increase in gate count, the three count qudit gates is decomposed into many more

one and two qudit gates. For qudit Toffoli gates, 6 two qudit gates and 8 single qudit gates,

which is significantly higher. In the ququart case, we use each leaf control to target its parent

qudit with a +1 gate. If the controls are in the 1 state, the target will end in the 3 state

after being targeted by two controlled +1 gates. Then the internal controls are 3 controlled

+1 gates. Similarly, the final controlled X gate becomes a 3 controlled X gate. An example

of this can be seen in Figure 4.5.

A similar strategy can be used for any n level system. We split create the control tree into

a tree with n− 2 children rather than the original 2 children in the qutrit and ququart case.
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1 1

+1 +1 3 3 −1 −1

1 1

+1 +1 3 −1 −1

1 1

+1 +1 3 3 −1 −1

1 1

Figure 4.5: A logarithmic depth Generalized Toffoli Circuit using ququarts with 7 controls.

An example of this expansion into a generalized Toffoli gate for 5 level qudits (ququints) can

be seen in Figure 4.6.

4.4.5 Results

In this work we observe the changes in gate count, depth, duration, and space time product

of a given circuit as we adjust our benchmark to utilize the higher radix levels of a quantum

system, up to ququint level devices for the generalized Toffoli gate. Both gate count and

depth of a circuit on their own are helpful metrics to compare the runtime of two different

quantum circuits. However, as mentioned, different gates have different lengths, and may

use more qubits through ancilla. So, it is necessary to examine the duration of the circuit

as well. The product of the duration and number of qubits is also used as the space-time

product. Minimizing this metric indicates an increase efficiency of the compiled circuit on a

given device.

When measuring the time from these circuits, we construct a directed graph with nodes

representing the operations, and edges representing dependencies based on qudits used. We

are able to label these edges with the time it will take based on the current levels of the
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Figure 4.6: A logarithmic depth Generalized Toffoli Circuit using ququints with 10 controls.

qudits at that time. This allows us to find the longest path through the graph, giving us

the duration of the critical path, and the duration of the overall circuit. We examine each

circuit on a 12 qudit by 12 qudit grid architecture. This provides a middle ground between

the structure current quantum architectures, and devices with higher connectivity. It also is

a large enough architecture to examine the scalability of a circuit as they grow in size.

Benefits of Qutrits

Previous examinations of the intermediate qutrit generalized Toffoli gate did not examine

how it may be affected by routing the circuit on an limited connectivity architecture. In

Figure 4.7, we see that the depth of the log-depth qutrit generalized Toffoli gate is greater

than the depth of the qubit generalized Toffoli gate, despite the fact that it requires more

Toffoli gates to implement the qubit gate. Once SWAP gates are integrated into the circuit

via the qudit compilation framework, in Figure 4.8, the depth of the qutrit generalized

Toffoli gate is significantly lower than the qubit generalized Toffoli gate. However, referring
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Figure 4.7: The depth of the Generalized
Toffoli gates at different levels of qudits
before communication gates are added to
the circuit.
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Figure 4.8: The depth of the Generalized
Toffoli gates at different levels of qudits
after communication gates are added to
the circuit.

to Table 4.1, the higher the level of the operations, the longer the times. Upon measuring

the duration of a circuit after inserting SWAPs, seen in Figure 4.9 we see that at smaller

numbers of controls, qutrit circuit duration is much lower than qubit circuit duration, but as

the number of controls increases, these values reverse. Where the qutrit circuit was half the

duration of the qubit circuit from 5 to 15 controls, they are 1.5 times the duration from 35

controls onwards. The extra time required by the SWAP gates exceeds the benefits gained

from using fewer gates.

However, the construction of the qutrit circuit does not require any ancilla. To take

this into account, we examine the change in space time product of the qutrit versus qubit

generalized Toffoli gates in Figure 4.10. As the qutrit circuit does not require extra qubits,

it can achieve a much lower space time product. This is especially evident when the qutrit

circuit has a low duration, starting at a ratio of 3 to 1 from qubit to qutrit space time ratio.

As the number of controls increases, this ratio converges to 1.7 to 1 space time ratio from

qubits to qutrits, which matches the expected constant increase in computational space from

qubits to qutrits, log2(3) = 1.58.
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Figure 4.10: The space time product, or
number of qudits used by duration, at dif-
ferent controls for different qudit levels.

Benefits of Ququarts over Qutrits

Moving from the qutrit circuit to the ququart circuit does not reduce the number of the

qudits. However, since we do not need to decompose any three qudit gates, the circuit

requires fewer gates overall. The difference in depth before and after inserting SWAPs can

be seen in Figure 4.7 and Figure 4.8. After routing, the depth of the qutrit circuit is 5 to

6 times greater than the ququart circuit, following from the ququart circuit using two two

qudit gates, with a depth of two, rather than a Toffoli gate, which uses eight single qudit

gates and six two qudit gates and has a depth of 11.

Taking the duration of these ququart gates into account in Figure 4.9, the reduction

in gate count and depth generally outweighs the increase in time to perform the qudit

interactions. Generally, the ququart circuit time will approach the qutrit duration when the

number of controls approaches a power of two. Certain numbers of controls are not conducive

to the tree-like structure, and will result in an excess number of gates. When we examine the

space time product, ququarts more efficiently utilizes the architecture than both qubits and

qutrits. In fact, the qubit to ququart space time product ratio is an average of 2.3 after the

initial few increases in controls, which is inline with the expected increase of computational

space from qubits to ququarts, log2(4) = 2. From qutrits to ququarts the expected increase
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would be log3(4) = 1.9, and we find the ratio in space time product from qutrits to ququarts

to be 1.43, an increase in the efficiency of the use of the device.

Diminishing Benefits of Higher Levels

When we move into higher level systems, specifically levels 5, 6 and 7, we do not see the

benefits of using fewer qubits. Since these generalized Toffoli gates have similar constructions

to the ququart gate, and do not have the benefits of gate reduction, and do not see significant

decreases in the number of gates or depth of the circuit. As seen in Figure 4.7 and Figure

4.8, the ququint depth is the same as the ququart depth before and after insertion SWAPs

for routing. Interactions at the ququint level take longer than at the ququart level. In Figure

4.9 we see that the time for a ququint circuit to execute is generally greater than the time

for a ququart circuit to execute. This translates to an increased space time product when

compared to ququarts. The benefits afforded by the computation space affording by this

level of qudit do not outweigh the cost of the complexity and operations required to reach

this level over ququart circuits.

4.4.6 Discussion

This section described a strategy for qudit communication through efficient decomposition of

SWAPs, and develop a straightforward compilation pipeline for qudit circuits, using realistic

gate times for derived from optimal control. Further, we were able to introduce a generalized

Toffoli gate that use intermediate ququarts, ququints, following a structure that can be

generalized to any number of qudit levels built on strategies developed for intermediate

qutrits. Finally, we compiled these circuits for potential architectures to evaluate the benefits

at each level of qudit through examination in the change in gate count, depth, execution

time, and space time product.

Increasing the highest possible level of a qudit offers opportunities to improve the uti-
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lization of the architecture. From qubits to qutrits we see significant decreases in space time

product to due reduction in ancilla use, even with increases in time of both interactions and

SWAP gates. This trend continues from qutrits to ququarts, where the extra computational

space allows us to use two two qudit gates rather than a three qudit gate, reducing duration

of the circuit, and the space time product of the circuit as well and improving the use of

the architecture. These advantages show that there are gains to be found by implementing

these higher dimensional systems and integrating qudit compilation strategies to improve

the usage of near term quantum devices.

By adapting the decomposition strategies with more specific communication gates, and

adjusting out general purpose algorithm to be time aware, and not just connectivity distance

aware, we can efficiently use higher-radix operations significantly reducing opportunities for

gate error while maintaining similar circuit duration. Since gate error is a much greater

source of error than coherence error in the long term, this is a clear case of how careful

compilation for specific architectural features is able to improve circuit success rate.

4.5 Qompress: Compiling Quantum Circuits Using Partial and

Mixed-Radix Operations

4.5.1 Introduction

Higher qudit states can be used in a more general way, compared to intermediate qudits

circuits, in order to save computational space. The information of two qubits can be fully

encoded in a single ququart [7], storing two logical units’ worth of information in a single

computational unit of higher radix. However, this strategy has been avoided due to several

drawbacks that scale with qudit dimension: quadratically increasing logic gate execution

time [67], reduced coherence time, and increased difficulty of experimentally applying gates

[51, 15]. These are significant disadvantages for a NISQ device that already has limited con-
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Figure 4.11: Pairs of qubits can be compressed in four-dimensional ququarts and interact with
each other internally or through partial operations, enabling novel compilation techniques
and space reduction.

nectivity, short qubit lifetimes, and high gate error. However, if these issues can be further

mitigated, this general compression method can effectively double the available computa-

tional space on a quantum computer for any arbitrary circuit.

Previous work has attempted temporary ququart encoding to harness the potential for

fast "internal" gates between the two encoded qubits, but had to decode for any operation

outside of a specific ququart. In this work, we use quantum optimal control to synthesize

high-fidelity, low duration pulse implementations of specific set of gates, that can interact

two qubits in the same ququart, a qubit outside of a ququart with a qubit encoded in a

ququart, or two different qubits encoded in two different ququarts while leaving others as

bare qubits. Each of these gates have varying speeds, and are shown in Figure 4.11.

A mixed-radix paradigm where qubits are directly manipulated within an encoded ququart

adds a degree of flexibility not found in the prior work. Inter-ququart operations no longer

incur the extra cost of encoding and decoding. Motivated by these new gates, we explore

strategies to efficiently generalize partial ququart compression of a circuit to be used with

any qubit-based circuit. The partial qubit-ququart and mixed-radix operations inform the

design of a compilation pipeline designed to take advantage of the flexibility of our gate set
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while minimizing the error due to decoherence.

This section proposes several different strategies to find the ideal compression to make the

best use of the newly-found ququart compilation methods. Specifically, this section adapts

the target gate set, pulse generation, mapping and routing sections of the compiler:

• Develop a library of high-fidelity mixed qubit-ququart operations for partially com-

pressed qubit systems via quantum optimal control for a realistic device Hamiltonian.

• Detail a compiler pipeline that takes advantage of partial ququart operations for mixed-

radix computing.

• Evaluate several compression strategies to selectively encode qubits in ququarts using

the new compiler pipeline.

• Demonstrate simulated increases in gate fidelity of more than 50% over standard qubit-

only compilation across various quantum architectures, as well as up to 2x increased

qubit capacity, while accounting for the increased coherence errors associated with

operation on ququarts.

4.5.2 Compression and Gate Set

We can redefine the higher-radix gate set to more natively represent traditional qubit opera-

tions. To do this, we follow a qubit to ququart compression scheme inspired by [7]. Encoding

the state of two qubits |q0q1〉 into a single ququart state promotes one of the qubits q0 to a

ququart while transforming the other qubit q1 to an ancilla in the ground state |0〉. While

this is referred to as a compression, we do not lose any data. It is the full representation of
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two qubits, in a single physical unit. We define the encoding gate ENC as

ENC =



|0〉 |0〉 → |0〉 |0〉

|0〉 |1〉 → |1〉 |0〉

|1〉 |0〉 → |2〉 |0〉

|1〉 |1〉 → |3〉 |0〉

(4.2)

This gate defines the encoding scheme; for example, the |2〉 ququart state represents the |10〉

qubit-qubit state, and we can perform logical operations on the ququart states as if they are

the states of two qubits. We note that, since we do not expect q0 or q1 to be in a ququart

state prior to the encoding operation, the extension of ENC to a full ququart-ququart unitary

gate is arbitrary.

Additionally, to measure a ququart, we simply use the mapping in reverse to determine

the state of the two encoded qubits from the state of the ququart. In a physically realized

system, we are not able to measure one encoded qubit without simultaneously measuring

the other, unless the qubits are first decoded.

Gate Set

Under this encoding scheme, qubit-equivalent operations can be derived for ququarts that

encode two qubits, some of which are shown in Figure 4.12.

For example, X gates acting on the encoded qubit state |q0q1〉 correspond to the ququart

operators X0 ∼ X⊗ 1 (which switches the population of |0〉 with |2〉, as well as |1〉 with |3〉)

and X1 ∼ 1 ⊗ X. These gates can also be executed in parallel by applying a ququart gate

X0,1 ∼ X⊗ X.

Any two-qubit gate acting on qubits encoded in the same ququart can be expressed

as a single-ququart gate. For example, an internal SWAP gate (SWAPin) corresponds to a
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Figure 4.12: Two qubits q0 and q1 can be encoded into a ququart (blue oval) and interact with
each other internally (green), with a bare qubit q outside (yellow), or with encoded qubits in
a different ququart (red). CX arrows point from control qubit to target qubit. Along each
CX link, corresponding SWAP gates are defined with the same superscripts/subscripts (not
shown).

simple X12 operation that exchanges populations of the ququart |1〉 and |2〉 states. Similarly,

we can define internal CX gates {CX0, CX1} between the two encoded qubits. On some

hardwares, these operations can be done much faster (and with higher fidelity) than the

corresponding two-qubit operations. However, in order to compile quantum circuits for a

mixed-radix quantum computer using both qubits and ququarts, two-qubit gates between a

bare qubit and an encoded qubit as well as between encoded qubits in different ququarts are

necessary. To this end we extend our gate set by a variety of partial CX- and SWAP-like

gates acting on various qubit pairs as shown in Figure 4.12. We define four partial CX

gates {CXq0, CXq1, CX0q, CX1q} and two partial SWAP gates {SWAPq0, SWAPq1} that

realize the respective two-qubit gate between a bare qubit and an encoded qubit. Similarly,

four partial CX gates {CX00, CX01, CX10, CX11} and three partial SWAP gates {SWAP00,

SWAP01, SWAP11}. We focus only on unique gates, SWAP01 and SWAP10 are equivalent.

can manipulate the states of encoded qubits in different ququarts. We further include the

full ququart-ququart SWAP4 gate to enable routing of ququarts.
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4.5.3 Synthesizing Mixed-Radix and Full-Ququart Gates

Qudit logic gates are typically assumed to require long durations to implement, due to

the increased complexity of the Hilbert spaces involved [67]. This is a problem for several

reasons: First, longer-duration gates lead to overall longer-duration circuits; second, higher

qudit states have shorter decoherence times [15], amplifying the negative effect of these longer

circuits. However, by explicitly synthesizing control pulses for higher-radix gates, we find

gate durations that scale efficiently enough to provide overall circuit benefits when combined

with a tailored compiler.

We obtain durations of gates in our system by explicitly optimizing high-fidelity control

pulses for superconducting hardware. We model two-qudit subsystems with two weakly

coupled, anharmonic transmons [61] with total Hamiltonian

H(t) =
2∑

k=1

[
ωka
†
kak +

ξk
2
a
†
ka
†
kakak

]
+ J

(
a
†
1a2 + a

†
2a1

)

+
2∑

k=1

fk(t)
(
ak + a

†
k

)
,

(4.3)

where the first two terms comprise the drift Hamiltonian and the last describes the effect of

the control fields fk(t) applied to the transmons. We choose realistic physical parameters

inspired by [94]: The 0-1 transition frequencies of the transmons are ω1/2π = 4.914 GHz and

ω2/2π = 5.114 GHz, and both transmons have the same anharmonicity ξ1/2π = ξ2/2π =

−330 MHz. They are effectively coupled with J/2π = 3.8 MHz. For single-qudit gates we

reduce this model to k = 1 and remove the J coupling term. We restrict the maximum

amplitude of the control fields to fmax = 45 MHz to constrain potential leakage into guard

states.
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Optimizing Pulses

We aim to find control pulses of shortest duration for each gate. As real quantum systems

are limited by noise effects such as decoherence, this allows us to investigate the expected

cost of using these gates in quantum circuits. Juqbox only allows pulse optimization for a

fixed time interval [0, T ], therefore we minimize pulse durations T by applying the technique

from [93], which involves iterative re-optimization with previous pulse results. This method

aims to find the shortest-duration pulse that can execute the desired gate above a minimum

fidelity target. In this work, our target fidelity for single-qudit gates is F = 0.999 and for

two-qudit gates F = 0.99.

Figure 4.13 visualizes equivalent state evolutions in two different CX gates: the standard

CX2 between two bare qubits and the partial CX0q controlled by an encoded qubit and

targeting an unencoded qubit. In both cases, the control qubit is in state |1〉 (the ququart

state |3〉 is equivalent to the encoded qubit state |11〉), causing the target state to flip from

|0〉 to |1〉. An important observation is the difference in complexity of the state dynamics

for the two gates. CX0q operates on twice as many states in the logical subspace as CX2.

This suggests that the difficulty of finding high-fidelity control pulses increases with Hilbert

space dimension and explains the variation in gate durations we observe when repeatedly

optimizing for complex two-qudit gates.

Qudit Gate Durations

We observe several interesting relationships across gate types. Using an internal CNOT or

SWAP instead of its corresponding qubit-qubit operation gives a significant speedup. Addi-

tionally, a SWAP between a bare qubit and an encoded qubit (680 or 792 ns) is significantly

faster than a SWAP between two encoded qubits (892-964 ns). We emphasize that these

relationships are specific to this Hamiltonian, and another system may have different trade-

offs in gate durations. Our goal is to design a compiler that can adapt to different sets of
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CX2 state evolution (a) CX    state evolution 0q(b)

Figure 4.13: Exemplary state evolutions of two CX gates between (a) two bare qubits and
(b) a bare qubit and an encoded qubit. (a) The control qubit q0 is in state |1〉, hence the
state of the target qubit q1 is flipped. (b) The encoded qubit q0 inside the ququart controls
the CX gate targeting the bare qubit q. The ququart state |3〉 corresponds to the two-qubit
state |q0q1〉 = |11〉, so the state of q is flipped.

Table 4.2: Gate durations for one and two-qubit gates synthesized in the qubit-only, mixed-
radix and full-ququart environments.

(a) Qudit (b) Qubit Only
X 35 X0 87 CX2 251
X1 66 X0,1 86 CZ2 236
CX0 83 CX1 84 SWAP2 504
SWAPin 78

(c) Mixed-Radix (d) Full-Ququart
CX0q 560 CXq0 880 CX00 544 CX01 544
CX1q 632 CXq1 812 CX10 700 CX11 700
CZq0 384 CZq1 404 CZ00 392 CZ01 488
SWAPq0 680 SWAPq1 792 CZ11 776 SWAP00 916
ENC 608 SWAP01 892 SWAP11 964
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gate durations to determine favorable ququart encodings, without explicitly depending on a

specific relationship such as the internal CNOT advantage shown here.

Technical Barriers

The main technical barrier to a physical implementation of this scheme is accurate control of

quantum logical units at higher energy levels, not the ability to access them. There are several

documented machines that use qutrits [15, 48, 22, 39] and demonstrations of ququart devices

[24]; although calibration of these devices is more time-consuming, it is not a fundamental

limitation. In superconducting systems, as the energy level increases, increased charge noise

causes phase errors and faster state decay, making control more difficult [61, 51, 15].

There is precedent for use of more than two energy levels, e.g. as protection or guard

states or to improve measurement and expedite qubit-level gates [61, 63, 41, 69], indicating

that it is possible to reliably use higher-energy states. However, at present, we are not

aware of experiments using highly-optimized pulses for these energy levels, which would be

a potential challenge for the results shown in this work.

As access to calibrated devices with high-dimensional qudits is extremely limited, our

methods are currently difficult to physically verify, and the efficiency of controlling these

energy states remains an open question. The overhead and difficulty of controlling higher

energy states are potential issues and may change the benefits found in the work. We attempt

to be as realistic as possible by designing this scheme with a transmon Hamiltonian based

on IBM’s real hardware, similar to that which has experimentally demonstrated support for

qutrit operations [39]. Quantum optimal control has experimentally been proven successful

in synthesizing accurate pulses within a certain error threshold for qubit-only gates on similar

devices [3], so we are optimistic that the scheme and compilation strategy laid out in this

work will be applicable. Additionally, in an ongoing collaboration with the Schuster group

[1], we are working to validate our methodology and have to date demonstrated some single
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ququart gates with high fidelity. While the control pulses that we obtained in this section do

not correspond to a real, fully characterized device, we again emphasize that the compilation

techniques discussed in the following section are independent of the specific control pulses

used, and will adapt to gate durations and error rates different than obtained here. We

intend this work to act as a proof-of-concept to demonstrate the potential value of accessing

higher-energy qudit states and as a motivating factor to improve ququart characterization

and control.

4.5.4 Adapting Compilation for Qubits-on-Ququarts

Compiling a circuit for an architecture which supports full encoding of qubits into ququarts

is not fundamentally different from compiling in a qubit-only architecture. However, we must

account for higher connectivity and varying efficiency of operations between different pairs

of qubits based on their configuration. This includes a new library of communication gates,

including the encoding gate, mixed-radix gates, and cross-ququart gates. We extend the

original compiler algorithms to account for these new variables and fully utilize the unique

set of gates to minimize space requirements while increasing expected circuit success rate

and ideally minimizing increased circuit durations.

Representing a Ququart Architecture

Each quantum unit in the system can either be treated as a bare qubit only accessing the

lowest two energy levels, or a full ququart which can access the lowest four. We represent

this mixed-radix architecture via two graphs. One represents the overall topology of the

architecture, where each node represents a single quantum logic unit and edges represent

allowed communication between these units. The second represents the logical qubits we

will be mapping onto from our original circuit. In this graph, each physical unit is treated as

if it is a ququart, and is expanded into two qubit nodes that are connected to one another,
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called an interaction graph. Both qubit nodes in the expanded ququart are connected to

each qubit node contained in adjacent ququarts. For example, if a ququart was connected

to n other ququarts, each encoded qubit is connected to 2n + 1 other encoded qubits. In

the secondary qubit graph, there are 2V nodes and 4E + V edges, where V and E are the

number of physical logic units and number of interacting pairs of units, respectively. This

expansion is shown in Figure 4.12. Edges are annotated with a set of execution times and

error rates for CX gates and SWAP gates, which differ depending on whether either unit is

a bare qubit or encoded within a ququart.

Extending Mapping, Routing, and Scheduling

In our proposed mixed-radix system, not all communication is equivalent, or even similar,

in cost. A CX gate between a qubit and ququart is lower fidelity and has a longer duration

than a CX gate between encoded qubits inside the same ququart. Therefore, our compilation

schemes aim to reduce error and circuit duration by taking advantage of gates unique to

ququart systems.

The goal of mapping is still to place frequently-interacting qubits close to one another

on the device. Since the ququart architecture is modeled as a set of qubits with different

connections, we can easily extend mapping strategies designed for qubit-only architectures to

ququart-based architectures. First, we find an interaction weight between each pair of qubits

in the original circuit. We use the original weighting function to determine the interaciton

between all of the logical qubits. We find the center-most ququart in the architecture and

place this qubit in the first encoding position. For each unmapped qubit, we compute the

greatest sum of weights to the already placed qubits and score each potential placement by

how strongly it interacts with mapped qubits and its distance from them.

In our mixed-radix system, we only consider the second encoding location in ququarts

if the first encoding location has already been mapped to. In the original mapping func-
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tion, or when the mixed-radix system is in a qubit only confoguration, distance can be a

simple shortest path calculation, with edges weighted by the fidelity of the connection. We

do the same for ququarts, but with dynamic weighting based on the current encoding of

qubits. We represent the current duration of gate g at connection (i, j) as T (i, j, g) and

the fidelity as F (i, j, g). So, for a gate at a given connection, the probability of success is

S(i, j, g) = F (i, j, g)e−T (i,j,g)/T1,ie−T (i,j,g)/T1,j , where T1 is the decoherence time for a qubit

or a ququart, whichever is being used. This is a common metric of success for a quantum

gate as used in [102], and is similar to that used in Section 3.3. The aggregate probability

of success for a given path Pn of length n is then modeled as:

S(P ) = − log(S(Pn−1, Pn,CX))

+
n−2∑
i=1

[− log(S(Pi, Pi+1)), SWAP))]
(4.4)

This calculation allows us to account for errors introduced by both the decoherence time

and the number of gates. We repeat this process iteratively until every program qubit has

been mapped to a hardware location represented in the extended ququart graph.

In our system, qubits are still tracked individually even if they are both stored in the

same physical object. Therefore, routing for a mixed-radix device is still performed at the

qubit level. Any qubit routing strategy, such as lookahead strategies [113, 54, 4], can be

translated directly to encoded qubits in ququarts through routing based on the logical qubit

architecture graph rather than the ququart-level graph. The main goal is to disrupt the

current mapping as little as possible as qubits that need to interact are moved closer to one

another. We choose the candidate location which disrupts the current state of the circuit

the least and moves the qubits closer together based on the probability of success laid out

in Equation (4.4).

However, we do place some constraints on qubit movement. First, we do not encode
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new ququarts during routing. Second, we avoid swapping “through” ququarts when possible.

Ququart operations remain expensive, and pairings determined during mapping are often

beneficial to reducing execution costs. Both of these will incur extra costs. Additionally,

by placing these restrictions on the compiler, we ensure that there are fewer changes in the

maximum energy level of the computational units, we can cache the calculated distances,

significantly reducing the amount of classical computation required.

Circuits using fully encoded ququarts require more serialization than an analogous qubit-

only circuit. If, at a given time, each qubit in a fully encoded ququart is involved in a CX

operation, we can no longer execute both gates in parallel and they must be sequenced one

after the other. To break this tie and avoid bottlenecks, we select whichever operation is

on the longest execution path of remaining qubits. This can also be an issue for two single-

qubit gates targeting two qubits in the same encoded ququart. In this case, we combine

both operations into one single-ququart gate, as executing one gate acting on a full ququart

is less error prone than executing two single-qubit gates.

4.5.5 Qubit Compression Strategies

Poor initial mapping can incur high communication costs later on. Additionally, ququart

gates are inherently more time-intensive and can incur serialization, increasing circuit du-

ration and error due to decoherence. Simply extending qubit mapping strategies to the

expanded ququart-based graphs will not take any of these factors into account, or take full

advantage of the enhanced connectivity of fully encoded ququarts. In this section, we explore

various compression strategies to better account for these features.

The true effect of individual compression circuit duration or fidelity cannot be reliably

predicted without recompiling the circuit with a prescribed compression. Further, finding

the optimal set of compressions is computationally difficult on its own since there are expo-

nentially many possible subsets. To get a sense for an upper bound on circuit quality, we
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explore an exhaustive, but iterative and greedy, search of qubit compressions.

At each step, we recompile the input circuit with every pair of qubits compressed and

choose the option that maximizes the circuit fidelity. Searching every pair, while more

complete, is computationally demanding. Circuit duration is defined by the length of the

critical path and therefore it may be more advantageous to explore only compressions which

affect the critical path. When choosing compressions we prioritize in order compressions

which affect: 1) qubits in non-communication gates on the critical path, 2) qubits off the

critical path that insert communication operations along the critical path, and 3) qubits off

the critical path. In group order, we choose the best compression, if any, and repeat. We

compare this ordered selection to an unordered selection in Figure 4.14.

As can be seen in Figure 4.14, it is not the case that the compression of any two qubits

will be advantageous to the combined gate success rate or error due to decoherence. There

are two classes of advantageous compression. Some compressions are beneficial due to high

interactivity between the two encoded qubits, winning from the fast internal gates. An

example is the pairing of qubits 6 and 11 in the circuit shown in Figure 4.14(a). These qubits

interact very often, so compression increases the probability of success of CX gate by turning

it into a single-qudit gate. The second compression type wins by reducing communication,

such as the pairing of qubits 4 and 14 in the cylinder graph based circuit. These qubits

rarely interact, but this reduces the diameter of the circuit, decreasing required SWAP

gates. Critical path prioritization and an unordered search of the entire space result in

similar success rate gains, but different compressions but depends on the circuit structure.

Examining all potential compressions is quadratic in the number of qubits in the circuit,

on top of the relatively high complexities required for mapping and routing. Using the

insights found through this method, we build strategies that are able to approximate these

benefits.

87



(a)

(b)

(c)

Figure 4.14: An example of an exhaustive search on a cylinder-based interaction graph (a),
using a (b) critical path focused selection, and a (c) selection strategy that allows for any
pair to be selected.
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(a) (b) (c) (d)

Figure 4.15: (a), (b) Sample generalized Toffoli gate with corresponding interaction graph.
(c), (d) Cuccaro adder with interaction graph, M and N are three qubit gate blocks. Some
circuits, such as the CNU circuit and Cuccaro adder have clusters of qubits that interact
with one another. These clusters can be identified by finding the cycles in the interaction
graph. We have identified the cycles here with colored edges.

Extended Qubit Mapping (EQM)

EQM relies entirely on the interactions between the pairs of qubits, and follows the algorithm

in Section 4.5.4. There is no explicit pair selection in this method. The qubits are filled

greedily, based on the highest weight to the already placed qubits. This strategy clusters

qubits that interact often closely together, but will likely preemptively encode two qubits as

it sees immediate benefits based on those already placed, focusing on identifying interaction-

based compressions. But, it does have classical advantages: EQM is wrapped into the

mapping step, and the only additional complexity is due to the expanded qudit graph.

Ring Based (RB)

While frequency of interaction is a good metric for identifying locality, it fails to account

for more holistic interaction structures. Figure 4.15 shows that for certain circuits, such

as the generalized Toffoli gate and the Cuccaro adder, there is a regular, triangle-based

structure in the interaction graph. We can use compressions of these triangles to transform

the interaction graph into a line. Looking at Figure 4.15(b), this means compressing pairs 0

and 1, 2 and 6, and 3 and 4. A linear interaction graph is a much more favorable structure

to mapping. In fact, for certain configurations, it can be mapped and routed without any

SWAPs on any architecture.

We can generalize this triangle compression to any size cycle. If we can find beneficial
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compressions within a given set of cycles, we may be able to further transform circuit inter-

actions for more effective mappings. It is computationally expensive to find all cycles in an

undirected graph, therefore for each qubit, we find the minimum size cycle which includes

it. This ensures that each qubit is contained in at least one cycle without finding all cycles.

We find the minimum cycle length from this set of cycles, and use it to bound the maximum

identifiable cycle size.

After we identify cycles, we find the qubits with the fewest interactions outside their

cycle and test compressions with each other qubit in the cycle. For each compression, we

collect information such like the number of shared neighbors between qubits, the weight of

interaction between the compressed qubits, how often they are interacted on simultaneously,

and how many cycles this pair appears in.

We prioritize compressions that maximize the number of internal interactions and the

number of connections to other qubits while minimizing the time the encoded qubits are used

at the same time, to make full use of both the higher fidelity internal ququart interactions

and the new partial ququart operations without introducing serialization. We pick the best

compression based on these metrics. The qubit nodes are removed from the interaction

graph and replaced with a single node representing the pair, with edges connected to each

interacting qubit or pair. Following these adjustments to the interaction graph, we recollect

interaction statistics and repeat for other pairings until no other beneficial compressions can

be made.

Average Weight per Edge (AWE)

Another method, Average Weight per Edge, makes compressions to maximize the average

edge weight of the interaction graph. This method takes advantage of shared interactions to

increase potential locality and reducing communication.

We examine each pair of qubits and select the pair that maximizes the average weight
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per edge once the two qubit node is collapsed into a single node. We repeat until no more

compressions can be made, or until there is no pairing that would increase the average weight

per edge.

Progressive Pairing (PP)

The final strategy is an extension of EQM, which is more computationally intensive but

collects more information. We start by mapping the circuit to a qubit-only architecture.

This provides a full picture of how the circuit can be laid out on device, compared to the

incremental version provided by EQM. We again examine each potential pairing and compute

the estimated fidelity with and without the compression based on changes in distance between

interacting pairs without remapping and rerouting. In this scheme there are two choices

when compressing two qubits A and B, either A is first or B is first. We select compression

adjustment that is expected to increase the fidelity the most.

After selecting the pair that has the greatest increase in estimated overall fidelity, we

remap and re-evaluate the circuit with the given pair and repeat the process. We continue

this process until we cannot find any pair that will reduce the estimated overall fidelity. While

this method scales quadratically, we avoid mapping and routing for each possible pairing by

only determining distances. While less scalable than the other methods, Progressive Pairing

attempts to replicate the exhaustive search with much less classical overhead.

4.5.6 Evaluation Methods

Architectures

One of the biggest limitations on a quantum architecture is simply the number of qubits

available for execution, which constrains many currently feasible programs. Therefore, for

different strategies across circuit sizes, we test circuits on regular architectures that are
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just large enough for the circuit in question. We use a rectangle grid-based mesh as our

architecture, with dimensions of d
√
ne× n

d
√
ne where n is the number of qubits in the circuit.

Each qubit is connected to four other qubits directly adjacent to it except along the border

of the architecture. This construction allows for testing the scalability of our methods and

test performance in the edge cases of high architectural usage.

We also examine our methods on the 65-qubit IBM Ithaca heavy-hex topology [2] and a

65-qubit ring architecture. This gives us a sense of how well our methods work on devices

with more constrained connectivity.

Gate and Coherence Times Statistics We have shown gate times found via optimal

control in Section 4.5.3. We use the target fidelities for these gates as their success rates.

Single-qudit gates (regardless of Hilbert dimension) are optimized to a success rate of 99.9%

and two-qudit gates to 99% when simulated. The product of the success rate of every gate

in the circuit is the Expected Probability of Success (EPS) with respect to gate execution.

To account for increasing noise in higher dimensional systems we consider their coherence

times (T1), after which the qubits are unable to maintain their elevated energy state. For a

d-level system, the coherence time is estimated to be 1/d−1 of the T1 time for the original

two-level system [15]. Critically, because gate durations get longer with corresponding lower

T1 times we capture the increasing susceptibility to error in a mixed-radix system. We use

a 163.5 µs qubit T1 time in our architecture, which gives a 54.5 µs worst case T1 time when

we are in a ququart state. [2]. The product of the probabilities of no decoherence for each

qubit, e−tqb/T1qb−tqd/T1qd , is the EPS with respect to coherence time. Here tqb is time spent

in the qubit state, and tqd is the time spent in the ququart state.

The product of these two statistics gives the overall EPS for the entirety of the circuit,

and gives an upper bound for the amount of error found in the circuit. It is the worst case for

both gate fidelity and coherence time as it assumes each qubit will be measured and used for

the entire duration of the circuit, and uses the worst case coherence time ratio from qubits
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to qudits. However, it does not take into account the effects of more complicated errors such

as crosstalk.

Baselines

We compare against two different baseline strategies, representing the extremes of compila-

tion for qubits on a ququart-supported device.

Qubit-Only Compilation One extreme is to never encode any ququarts. In this case,

we use EQM but never allow exploration of the second encoded position. These strategies

are comparable to other compilation pipelines described in [73].

Full Ququart Pairing with Encoding and Decoding (FQ) There has been discussion

of the potential of fast internal ququart operations and use ququarts for general qubit circuit

compilation [7]. However, without partial ququart operations, which were assumed to be as

expensive as any multi-qudit operation, any external operation required decoding the two

qubits, performing an operation, and re-encoding. A drawback of this strategy is that extra

space is always required, since a decoding operation requires an ancilla bit to decode into.

We are unaware of an automatic compilation pipeline constructed for this strategy. We

use an EQM strategy which allocates extra decoding space next to fully encoded ququarts

as the mapping strategy. For routing, we use a similar strategy, but only at the qudit level.

This means that we only use full qudit SWAP gates to ensure two qudits are adjacent to on

another. Additionally, we must route the empty decoding ancilla next to the neighboring

qubits so that we may perform decompression.

Benchmarking

We use a number of different types of circuits to explore many use cases to test the viability of

each compression strategy. One set of circuits we explore have localized groups of qubits that
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(a) Cylinder Graph

(b) Torus Graph

(c) Binary Welded Tree

Figure 4.16: Examples of graph-based circuit interaction graphs.

interact together. They have no potentially random operations that disrupt the grouping of

operations. These include the Cuccaro Adder [28], Generalized Toffoli (CNU) [11], Quantum

RAM (QRAM) [43] and Bernstein Vazarani (BV) [14].

We are also interested in certain graph-based interaction structures. We use a QAOA

construction [35] that accepts a graph where each node represents a qubit and an edge

represents an interaction. For each edge, in a random order, we perform a CX, a Z gate,

and another CX gate. These circuits are not necessarily used in practice, but allow for

the examination of particular interaction structures which may be relevant in optimization

problems. We examine a random graph with edge density 30%, a cylindrical graph shown in

Figure 4.16(a), a similar torus structure (Figure 4.16(b)) and a binary welded tree (Figure

4.16(c)).

This set of circuits were selected to be representative of different interaction graphs,

and to explore the effects on mostly parallel circuits (Generalized Toffoli) versus mostly

serial circuits (Cuccaro Adder and QRAM). Each of these circuits is tested across a range

of different sizes to examine how these different strategies scale as the size of the circuit

increases.

These compilers were constructed on top of the Qiskit library, version 0.18.3 [4], on

Python 3.9 [107]. The benchmarks were run on a machine with Intel(R) Xeon(R) Silver

94



Figure 4.17: Expected Gate Probability of Success for each benchmark. Each color represents
a a different compilation strategy, where the black line is the exhaustive solution developed
previously, and is the goal. FQ is the previous baseline for generalized ququart computation.

4110 2.10GHz, 132 GB of RAM, on Ubuntu 16.04 LTS.

4.5.7 Results

Two benefits of encoding into ququarts are the decrease in required gates due to reduced

communication requirements and the transformation of some two-qubit gates into much

faster single-ququart gates. In Figure 4.17, we examine how the gate expected probability

of success (EPS) compares to qubit-only compilation for each compression strategy on the

same architecture.

Primarily, FQ (orange line, baseline) is consistently worse than our qubit-only baseline.

This is expected. Every out-of-pair operation requires more communication, plus the decode

and encode steps. As a result, we actually see increases in the number of gates, as well as a

decrease in the overall circuit gate fidelity.

Certain compression strategies are more advantageous than others on different circuit

constructions. In the more regularly structured circuits, namely CNU and Cuccarro adder,

we see the greatest gains in circuit fidelity due to gates from EQM (blue) and RB (red)
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strategies, with improvements over 50% for both. In fact, these gains match or exceed the

EC (black, ideal) case, which requires much more classical computation and is impractical

for even moderately sized programs. These circuits have focused interaction on varying

sets of qubits over time, as seen in Figure 4.15. The circuit interaction graphs are very

easy to flatten into a line by compressing qubits within cycles, eliminating the need for

communication. Then only CX operations are needed.

However, the RB strategy is less consistent for BV and QRAM circuits. For BV, this

makes sense; there are no cycles to examine in the interaction graph, so no compressions

are made. But, QRAM has many cycles. In this case, because the cycles share edges rather

than nodes, a compression on one cycle may adversely affect others. Predicting interactions

between the cycles is more computationally difficult and was not explored. However, EQM

can more closely mimic the interaction graph’s connectivity on the architecture, reducing

the number of SWAP gates and increasing internal CX interactions.

In the graph-based circuits, where each edge is weighted similarly, no method clearly wins

over the other strategies and we only find up to 20% improvements in gate success rate. The

most consistent performer is still EQM, which almost never drops below the corresponding

qubit compilation success rate. On the other hand, strategies that prioritize communication,

such as AWE and PP, are much more inconsistent. These strategies group qubits together

that reduce the distance to interact with more qubits. While this might seem to decrease

communication, it does not. Instead, qubits are constantly shifted into positions where

there is not much locality to exploit. That is, highly-interacting qubits are not necessarily

placed close to one another, increasing the chance that communication will be required.

These methods significantly reduce the number of internal ququart operations and increase

serialization of communication due to both qubits in a pair being required independently

for communication. This is shown in Figure 4.18. The overall numbers of gates are similar

between EQM and AWE, but EQM uses significantly more internal CX gates (red bars).
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Figure 4.18: The distribution of gate types for different pairing strategies for a 30 qubit
Torus QAOA circuit. Each color represents a different “style” of gates. In particular the
darker blue represents CX gates between two ququarts, and the red represents an internal
CX gate within a single ququart.

AWE and PP tend to use more SWAP gates (grey, green, and cyan bars) and many more

partial CX operations (orange and blue bars). EQM enables more success rate improvement

by prioritizing higher fidelity multi-qubit operations rather before prioritizing communication

reduction.

While communication reduction is important, it is difficult to predict prior to compres-

sions being made and recompilation, and it is more crucial to find the compressions that

will increase internal CX count early in the circuit with a general sense of global scope, and

leave the router to dynamically adapt to changing communication costs.

Sensitivity to Better Qubit Error It may not be the case that ququart and qubit gates

have identical error. As mentioned previously, ququart gates are more difficult to control and

may have lower fidelity in a real system. In Figure 4.19, we demonstrate how strategies react
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Figure 4.19: Gate Expected Probability of Success as the qubit gate error rate increases and
the ququart error gate rate stays constant. The black line represents the crossover point
where the error of the qubit only compilation is greater than ququart compilation.

to higher fidelity qubit-only gates for the Cuccaro circuit and for the cylinder QAOA. The

strategies maintain their relationship to each other, but, as expected, see diminishing returns

as qubit error improves. However, there is some variability in the pairing methods as the

qubit error rate improves, as they attempt to preference qubit operations as they become less

error prone. Even in these cases, the underlying architecture may be space limited meaning

we require larger hardware than required by a mixed-radix strategy.

Error Due to Circuit Duration Ququart compressions have a downside. Each com-

pression induces serialization and requires the use of the longer partial ququart gate times.

In Figure 4.20, we explore how each compression strategy affects the error due to increasing

circuit duration. As the circuit duration increases, a qudit is more likely to decohere due to

the significantly worse T1 time. The probability of an entire system maintaining coherence
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Figure 4.20: Expected Coherence Probability of Success for each benchmark. Each color
represents a a different compilation strategy, where the black line is the exhaustive solution,
and in theory ideal, developed previously. EC line stops short for computational reasons,
requiring many more classical resources. FQ is the previous baseline for generalized ququart
computation.

for a mixed-radix circuit is described as the product of e−tqb/T1qb−tqd/T1qd for each qubit. tqb

is the time spent in the qubit state and tqd is the time spent in the ququart state, and T1x is

the T1 coherence time for the qudit in the noted state. We first notice that we significantly

improve upon the time incurred by FQ; all other compression strategies are able to more

effectively mitigate circuit duration increases. Partial SWAP operations are faster than full

qudit SWAP operations and prevent extraneous communication. We also find that EQM-

based compression generally leads to the best coherence probability of success. Furthermore

we observe that, in some cases, the highest gate probability of success does not always match

the best coherence probability of success. This is due to the fact that some single-qubit and

multi-qubit gates can no longer be performed in parallel due to compression, significantly

contributing to the circuit duration. We also notice that we are able to mostly match the

duration found through exhaustive search of critical path success rates.

However, a total success rate is the success rate via gate fidelity product times the

coherence time success rate, and at current T1 times (listed in Section 4.5.6) decoherence
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Figure 4.21: Expected Coherence Probability of Success for Cuccaro and Torus QAOA with
10x better ququart and qubit T1 times.

error outweighs the benefits of success rate increases. We examine the coherence probability

of success for a Cuccaro circuit and Torus QAOA in Figure 4.21, with a 10x better T1

time for both qubits and ququarts. While the margin between qubit and ququart circuits

improves, it will still outweigh the gate success.

However, the 1 : 3 ratio of T1 times used in this work is a worst case scenario. Two

qubits encoded in a ququart may not be in the maximum |3〉 state at all times, and will not

be subject to the same loss in T1 time at all points. Additionally, physically realized qutrit

devices have seen T1 relationships that are better than the expected 1/2 reduction [15] and

can be specifically designed to enhance the expected decay rates for different energy levels.

Using the circuit durations found here, we plot the change in success rate due to circuit

duration as the ratio of T1 time changes in Figure 4.22. As the T1 for ququarts increases,

we find that there is a point, the dashed lines, before the T1 times are equal where the total

success rate is improved with ququarts. In these instances, ququarts would be expected to

perform better than qubits. While it is difficult to avoid an increase in circuit duration,
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Figure 4.22: Expected Coherence Probability of Success for several 25 qubit benchmarks
with 10x better ququart and qubit T1 times as the ququart time increases T1 from 1/3 the
qubit T1 time to the entire qubit T1 time. Each dashed line represents the point where the
coherence success rate no longer outweighs the gate success rate gains for the corresponding
circuit.

with enough gains through internal CX gates and SWAP count reduction, encoding qubits

into ququarts has the ability to extend what can be computed on a device and perform with

better expected probability of success.

Computation on Lower Connectivity Most quantum architectures, especially super-

conducting devices, have much lower connectivity than the grid architecture we assumed. As

described in Section 4.5.4, we also test our methods on the IBM Ithaca topology and a sim-

ilarly sized ring-based topology. We describe the range of critical path fidelity improvement

for some circuits in Figure 4.23. The patterns shown are consistent across all benchmarks.

We do not see any significant difference in performance between architectures. This is ex-

pected. We use the similar routing steps for both qubits and ququarts, the main difference
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Figure 4.23: Ranges of gate based probability of success for CNU and Cylinder QAOA on
three different architectural topologies. This is the combined set of ratios of improvement
for circuits sizes 5 to 40.

being that the connectivity is slightly expanded for the ququart routing. Our methods can

successfully adapt to different structures with similar effects for each.

4.5.8 Discussion

Architectural size is a huge limitation on useful computation on quantum computers, and

many architectural models for quantum architectures have access to higher level states. These

higher level states can be used to compress quantum information. In the case of ququarts,

two qubits can be fit into a single physical unit in a process we call compression. There are

difficulties in working with these more complex objects such as shorter coherence times, and

longer gate times work against each other to make ququart compilation challenging.

In this section, we adjust several different asepcts of the quanutm compilation pipeline.

We explicitly realize a gate set for mixed qubit-ququart systems including partial operations,

without the need to encode and decode ququarts. With a gate set designed specifically for

ququart computation and communication, we design and evaluate a compiler to mitigate

time-intensive ququart-ququart interactions and the increased gate-based communication

required to interact two ququarts in past models. Our compiler also exploits higher qubit
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connectivity and reduces the count of needed physical units to execute programs requiring

more qubits than available. By adapting our standard compilation strategies to take enhance

the benefits of higher radix computaiton, we are able to mitigate this cost and explore the best

way to take advantage of faster operations, such as internal CX gates, enabled by encoding

multiple qubits in the same physical unit. We develop several strategies that emphasize the

need to prioritize these fast interactions and exploit the locality of certain circuit structures

for better gate expected probability of success, and lower increases in circuit duration.

4.6 The Quantum Waltz: Exploiting Mixed-Radix and

Full-Ququart Operations for Native Three-Qubit Gates

4.6.1 Introduction

As we’ve seen, success of quantum algorithms greatly depends on how many error-prone gates

are used and the total program duration. In most currently competitive quantum systems,

e.g. superconducting systems, trapped ions, and neutral atoms, gates which act on many

qubits simultaneously (≥ 3 operands) must be decomposed, contributing to both increased

gate counts and increased circuit depth. In this work, we focus primarily on superconducting

systems which also suffer from limited connectivity between devices, further exacerbating the

decomposition problem.

The significant increase in the number of operations required to perform a calculation

strains the device in multiple ways. Many circuits include gates, such as the Toffoli gate, to

perform reversible arithmetic calculations; thus, three-qubit operations are common across

implementations of quantum algorithms [7, 45, 28, 43]. Finding implementations of these

gates without having to reduce them to more elementary gates could be expedient to saving

the valuable computational resources of the device.

We’ve explored several uses of higher-radix computation, intermediate-qudit computa-
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Figure 4.24: A comparison of executing a Toffoli gate on a three-qubit-only system versus a
Toffoli gate between a ququart and qubit in a mixed-radix system. In a qubit-only system,
we must use a decomposition that uses eight two-qubit gates that can be reduced to one
two-qudit gate that has a shorter duration.

tion and qubit compression into ququarts with both the updsides of reduced communication

and higher fidelity CX gates on compressed qubits with the downsides of lower coherence

times. In this section, we observe the simple fact that one ququart is equivalent to exactly

two qubits and therefore the information of two individual qubit devices can instead occupy

a single device which has access to four logical states [7]. This has significant advantages

on the relative connectivity of the qubit information. By performing this compression, we

can access three qubits worth of information by only interacting two physical devices. This

type of mixed-radix gate (four-level system interacting with an adjacent two-level system) is

equivalent to performing a three-qubit gate. Similarly, we can consider two adjacent ququarts

which allows us to perform interactions on up to four qubits worth of information by con-

trolling only two physical devices; we call these full-ququart gates. This simple observation

could remove the need to perform expensive decompositions of three- or four-qubit gates,

as visualized in Figure 4.24. We are primarily focused on common three-qubit interactions

since they appear more commonly in real applications, unlike four-qubit gates.

We examine using ququarts to dynamically encode and decode gates to perform na-

tive three-qubit gates on ququarts on a simulated superconducting device in a compilation
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pipeline called the Quantum Waltz, a dance done in three-four time. In particular, the major

contributions of this section are:

• A library of two- and three-qubit gates performed on mixed-radix and full-ququart

schemes, synthesized via quantum optimal control for a realistic Hamiltonian for a

superconducting architecture.

• Identifying specific relationships between the controls and targets of three-qubit gates

that allow for more efficient execution of mixed-radix and full-ququart gates.

• Detailing a compiler that choreographs three-qubit gates into particular configurations

on ququarts for better performance by managing the controls and targets of three qubit

gates.

• Simulating a wide variety of benchmarks compiled with different strategies.

• Demonstrating how three-qubit gates on ququarts can achieve a 2x improvements in

simulation in a mixed-radix environment and up to 3x fidelity improvements in a full

ququart environment, as well as insights into the right situations to implement these

gates.

4.6.2 Three Qubit Gates on Ququarts

We use the same compression strategies developed in Section 4.5.2, and use the same pulse

generation techniques as well. The gates described here are an extension to a native gate

set for ququarts to avoid decomposition of three-qubit gates to longer strings of one- and

two-qubit gates.
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Figure 4.25: Visualization of connectivity advantages in qubit-ququart systems. Encoding
qubits in ququarts (lightblue) enables triangle connectivity between triples of qubits, where
two of which are encoded in the same ququart and one appears either in a bare qubit or
encoded in a neighboring ququart.

Connectivity Advantage

The set of two qubit gates laid out in Section 4.5.2 are enough to universally perform general

qubit computation on ququarts [70, 79], but simply compiling to two-qubit gates would not

take advantage of the flexibility of this abstraction. When we think about a ququart as two

encoded qubits, we virtually increase the connectivity between qubits on our device. An ex-

ample of this is seen in Figure 4.25. Each of the encoded qubits in a ququart is connected to

an adjacent qubit, or both of the encoded qubits in an adjacent ququart. As highlighted by

each of the different colors in Figure 4.25, this creates many triangle subgraph relationships

between encoded qubits that would not exist otherwise. This is significant, as triangle sub-

graphs are uncommon in current hardware due to the increased probability of crosstalk as the

density of interaction increases and frequencies overlap [72, 32]. But, triangle-based interac-

tions are common in many different circuits that use three-qubit gates to perform arithmetic

calculations. Here, we increase the number of virtual connections without increasing num-

ber of physical connections to create four virtual triangles, and four interactions between

encoded qubits, something that isn’t easy on current hardware topologies.

The triangle relationships existing across two physical units gives rise to another impor-

tant phenomenon. It is not fundamentally harder to interact three or four qubits worth of
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(a) CX    state evolution 0q(b)CCX01q state evolution 

Figure 4.26: Visualization comparing the evolution of a |3〉-controlled X gate in a mixed-
radix environment for a CCX gate in (a) and a CX gate in (b).

information than two qubits worth with a single operation. These gates are equivalent to

either mixed-radix or full-ququart gates. For example, if we have a fully encoded ququart

next to a bare qubit and perform a Toffoli gate targeting the qubit, it is equivalent to a

|3〉-controlled X gate on the qubit. This is computationally simpler in terms of number of

state transitions, than the several |1〉- and |3〉-controlled X that would be required in the

decomposition and can be seen in the state evolutions in Figure 4.26. This gate implemen-

tation gives superconducting qubits more natural access to the native multi-qubit gates.It

also avoids decompositions that add a significant number of extra gates.

Pulse Generation

Multi-control Gates Just as a native two-qubit gate on one physical ququart offered

significant improvement in both fidelity and execution time as compared to the standard

two-qubit gate on two physical qubits, native three-qubit gates on two physical units have

the potential to offer a significant improvement in gate fidelity and execution time. In

Table 4.3, we show pulse durations for different orientations of the three-qubit Toffoli gate
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Table 4.3: Mixed-Radix and Full-Ququart Three-Qubit Gate Durations

(a) Mixed-Radix (b) Full-Ququart
CCXq01 619 CCX01,0 536 CCX01,1 552
CCX1q0 697 CCX0,01 785 CCX0,10 785
CCX01q 412 CCX1,10 785 CCX1,01 680
CCZ01q 264 CCZ01,0 232 CCZ01,1 310
CSWAP01q 684 CSWAP01,0 680 CSWAP01,1 744
CSWAP10q 762 CSWAP10,0 758 CSWAP10,1 822
CSWAPq01 444 CSWAP0,01 510 CSWAP1,01 432

in both mixed-radix and full-ququart configurations. These gates were synthesized using

the same fidelity targets and pulse generation techniques as the two-qubit gates, therefore

resulting in an overall higher fidelity than if decomposed with many gates of the same target

fidelity. After synthesizing the different configurations of Toffoli gates, we find that there

is a substantial difference in the gate duration depending on which qubits are controls and

which is the target.

Consider the mixed-radix example where both control qubits are encoded in the same

ququart, and the target qubit is in the bare qubit, or CCX01q, seen in Figure 4.27(b). This

configuration is about two-thirds the time of the CCX0q1, seen in Figure 4.27(c), where the

control qubits are split across the bare qubit and the ququart, while the target is encoded

in the ququart as well. The reason for this difference is twofold. The first follows from the

two-qubit only gates. Gates which use the ququart as a control and the qubit as a target

are generally faster. In this case, the pulse only needs to induce population changes between

the |0〉 and |1〉 state of the qubit, rather than between the transitions between the pair |0〉

and |1〉, and |2〉 and |3〉 of the ququart. The second is that the entire ququart acts as the

control, only changing the state of the bare qubit if the ququart is in the |3〉 state. In the

split-control case, the ququart must control on both the |2〉 and |3〉 state.

The same concept of separation of controls and targets follows for the full-ququart Toffoli

gates as well. Regardless of whether the target qubit is in the first or second encoding of the
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Figure 4.27: Examples of two-control and two-target three-qubit gates in a mixed radix
environment. a) The Toffoli with two controls q0 and q1. b) A configuration where both
controls are encoded in the ququart and the target is mapped to a qubit. c) A configuration
where the controls are split across the qubit and the ququart and the target is encoded in
the ququart. d) The CSWAP gate with two targets q1 and q2. e) A configuration where both
targets are encoded in the ququart and the control is mapped to the qubit. f) A configuration
where the targets are split across the qubit and the ququart and the control is encoded in
the ququart.
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Figure 4.28: Different decompositions for the Toffoli Gate. a) is the base Toffoli circuit. b) is
Toffoli circuit with a swapped second control and target from the original. By surrounding
the control and the target with Hadamards, we perform the same operation. c) The Toffoli
gate constructed from a CCZ gate which can be used as a Toffoli by surrounding the target
with Hadamard gates.

ququart, CCX0,10 or CCX0,11, it is substantially faster to keep the controls encoded in the

same ququart with the target encoded in a separate ququart.

Target-Independent Gates Separating the controls and targets into different devices

yields more efficient gate execution; however, compiling circuits to conform to this configu-

ration is unnecessarily constraining. Instead, we consider a situation where all multi-qudit

gates are target-independent and only affect the global state when all three qubits are in

|1〉. For example, the Toffoli gate, or CCX, is locally equivalent to CCZ which is target-

independent, as seen in Figure 4.28.

When pulses are synthesized, CCZ is much more efficient as seen in Table 4.3, remark-

ably on par with the speed of the qubit only gates. In addition, we only need to define three

configurations: CCZq,01,CCZ0,01,CCZ1,01, as opposed to the nine possible CCX configura-

tions, reducing computational overhead. We postulate the short duration of these gates is

because CCZ only changes the phase of the entire three-qubit state and does not change the

population of any state. A population change for the Toffoli gate is more complicated. This

makes the CCZ (and generally target-independent gates) a valuable tool when compiling

three-qubit gates. In practice, this removes the need to distinguish targets from controls.

Multi-target Gates We also consider gates that use one control qubit to affect the state

of some number of other qubits, for example the CSWAP. With our methods we synthesize

gates to the same fidelity targets as before and show their times in Table 4.3. As expected,
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we find benefits when separating the control qubits from the target qubits as depicted in

Figure 4.27(e) versus Figure 4.27(f). When both targets are encoded the same ququart,

we limit the possible state changes to be between |1〉 and |2〉 in that ququart, rather than

needing an expensive mixed-radix or full-ququart based qubit SWAP gate.

In this work we show these gates improve the execution of quantum circuits compared

to traditional binary-only strategies. While we are able to perform any configuration of

three qubit gates directly in mixed-radix or full-ququarts scenarios, we take care to use best

configurations to minimize time in the less stable |2〉 or |3〉 states.

4.6.3 Adapting Qubits on Ququarts to Three-Qubit Gates

To execute three-qubit gates (like Toffoli or CCZ), circuit qubits must be routed into a

connected subgraph of the interaction graph, e.g. for CCZ(q0, q1, q2) requires q0 ∼ q1 and

q1 ∼ q2 but it is not guaranteed that q0 ∼ q2, where ∼ defines adjacency. We need to adapt

our original strategy to fit within a frameowkr that can best take advantage of routing three-

qubit gates together, when they have varying cost based on their configuration between two

physical devices.

4.6.4 Using Three-Qubit Gates

Qubit-Only In a qubit-only regime we cannot efficiently execute a native three-qubit gate.

In these cases, we use a decomposition into eight CX operations [95]. This decomposition

has the flexibility of being target-independent from a compilation standpoint.

This is an expensive compilation, as it requires eight two-qubit gates, and 14 one-qubit

gates. But it does not require using the less stable |2〉 and |3〉 state. Other, cheaper decom-

positions of CCX and CCZ require complete connectivity between the operands.
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Intermediate Mixed-Radix We also permit temporary use the higher energy levels to

perform an operation. By performing an encoding gate (ENC) followed by the three-qubit

gate and a final decode (ENC†) operation, we get temporary access to the full connectivity

needed on a shared physical connection to perform fast three-qubit gates.

As noted, the compiler should opt to encode qubits of similar type, i.e. both controls

together or both targets together. Let U(q0, q1, q2) be the operation with q0, q1 the same

(either both controls or both targets). In some cases, encoding is simple because the routing

strategy (prior work) results in A ∼ B as in 4.27(b). However, it may fail to do this by

default and we may have q0 ∼ q2 and q1 ∼ q2 but not q0 ∼ q1 and in 4.27(c).

In this case, we have three options to compile to a favorable configuration. First, we could

enforce the ideal relationship through additional gates by adding an additional SWAP(q0,

q2) (or equivalently SWAP(q1, q2)). Second, in the special case where U = Toffoli we can

change which pair is the same type with Hadamard gates as in Figure 4.28 to use the most

efficient implementation; we call this re-targeting. Third, if U permits, we transform U into

U ′ so that q0, q1, q2 are all the same type; for example we transform CCX to CCZ so each

operand is a “control.” While the additional re-targeting or transformation gates add both

error and duration, they enable the shortest duration version of U to be used for an overall

net increase in fidelity. In this work, we consider the special cases of U ∈ {CCV |V ∈ SU(2)},

i.e the set of locally equivalent gates to CCX. We leave the generalized case to future work

in circuit synthesis. For the multi-target situation there is no easy fix and SWAPs must be

inserted.

Full Ququart Many of the compilation strategies laid out for mixed-radix three-qubit

gates can be used in full-ququart compilation as well. However, some configurations are

extremely unfavorable (minus the target-independent CCZ) for the execution of both two-

qubit and three-qubit gates as seen in Table 4.3. To remedy this, we can perform an internal

SWAP to exchange the encoding positions first.
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The router by default, described previously, does not distinguish control or target. How-

ever, when executing three-qubit gates, we ensure only qubits of the same type are encoded

if it does not require an extra swap operation.

In a compiler, any of these techniques could be put together to decide the best decom-

position for a Toffoli based on the current orientation and placement of the qubits in the

mixed-radix or full-ququart system.

Adapting Mapping and Routing

We only need to adapt the mapping and routing algorithms described in Section 4.5.4 where

we considered the fidelity differences as a distance metric between different routing paths.

In this case, we need to ensure that we are able to generalize to three-qubit gates.

The first step is to decompose the operations in the circuit to native gates supported by

the device. As our compiler will need to handle the native execution of three-qubit gates,

we decompose to the CX, CCX, CCZ or CSWAP along with a parameterized single-qubit

rotation gate based on which gate set and architecture we are studying. This set is enough

to support universality, and any gate can be decomposed to some combination of these gates.

Our mapping strategy does not change, and we still only weight each three-qubit gate

as if it is one operation. When routing, we track the circuit qubits on the interaction

graph and use SWAP gates until the interacting qubits are adjacent. We still attempt

to disrupt advantageous qubit layouts as little as possible by using adaptive weights that

change as operations are scheduled based on [10]. This strategy attempts to keep qubits

interacting in the near future close to one another. To generalize to three-qubit based

routing we modify the cost function to a sum over all qubits in the operation, C(i) =∑
j∈Qo/i

D(i, ϕ−1(n))(d(ϕ(i), ϕ(j))− d(n, ϕ(j)) where Qo is now a set of all operands.
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4.6.5 Evaluation

Circuits

We primarily study benchmarks which already include three-qubit gates in their formulation

and which can be parameterized by number of qubits to study scalability of our methods

We examine five circuits with different constructions. The first is the Generalized Toffoli

(CNU) circuit [9], which flips the state of a target qubit if all the controls are one. This

circuit uses exclusively Toffoli gate based decomposition and is highly parallel. The Cuccaro

Adder [28] is nearly entirely serialized using 2n + 2 qubits with a mix of three-, two- and

single-qubit gates to add two n-bit numbers. Third is a QRAM circuit which uses primarily

CSWAP gates to retrieve data from or move data into a set of qubits [43]. The fourth is a

Select circuit, which is a preparation mechanism used in Quantum Phase Estimation (QPE)

[68]. It performs a particular Pauli operation on n qubits for each potential 2m states of

m index qubits [6]. For our case, the choice of Pauli string does not affect compilation.

To keep the fidelity of circuit simulation within comparable bounds, we only select on two

random values rather than all of the potential 2m values the index qubits could be in. The

fifth is a purely synthetic circuit to study relative strength of our architecture on potential

distributions of CX versus CCX gates.

Hardware Topology and Error

For this section, we consider the same underlying hardware topology for each comparison

point - a 2D mesh. This type of grid architecture has relative density on the upper end of

realized superconducting connectivity graphs, reflective of Google’s Sycamore chip [5].

This is a rather optimistic connectivity structure, and not fundamentally different from

the quantum heavy-hex processors designed by IBM [40]. Here we consider a grid design

with dimensions d
√
ne × n

d
√
ne with connections to each qudit adjacent to it on the device.
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An important feature of a quantum architecture is the coherence time, which is the limit

for how long a qubit is able to maintain its state. We use a realistic T1 time from an IBM

device of 163.45µs [2]. Higher energy levels decohere more quickly. In theory, each state

decays at a rate of 1/k where k is the energy level. We therefore use 81.73µs and 54.15µs

as the T1 times for the |2〉 and |3〉 states.

Circuit Estimation

In addition to circuit simulation, we use two metrics to estimate the fidelity of a circuit

without simulation. These will give us insight into how compiled circuits may perform by

comparing direct simulation to our estimated fidelity.

The first is the product of all of the gate success rates in the circuit, called the gate

expected probability of success (gate EPS). Since there are multiple classes of multi-qubit

gates, some of which have higher fidelity than others, we use the product of these success

rates.

The second is more complicated, as it attempts to capture the chance that the state of

a qudit will collapse over the course of the circuit. We model this as an exponential decay

where the probability of no decoherence is
∏3

k=1 exp(k ∗ tk/T1) where tk is the time the

qubit spends in state k. When we construct the circuit we keep track of how long each qudit

exists in the |1〉 state as the maximum state, and how long it exists in the maximum |3〉

state and calculate the probability of not decohering over the course of the execution for

each qudit. The product of the expected success of each qudit is the EPS due to coherence

for the entire circuit. When multiplied by the gate EPS, we have the EPS for the entire

circuit solely through estimation.
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Circuit Simulation

We want to go further than estimation. Since access to devices that can use ququarts at this

scale are limited, we must use simulation. In general, simulation of quantum systems in the

presence of noise with a classical computer is exponentially difficult since for a general pure

quantum state containing n qudits requires dn complex numbers and for non-pure states

(which is acquired in noisy quantum systems) requires the representation of a density matrix

ρ of size dn×dn. In either case, at each step of the simulation we repeatedly perform matrix

multiplication with dn×dn matrices for each time step in the circuit. While the more generic

simulation method is more precise, it is not feasible outside of high performance computing

settings and even in this case it is bounded and requires specific initial conditions [115].

A slightly more scalable alternate approach is the so-called trajectory method which

requires us to store only a dn sized state-vector [20]. The trajectory method is a stochastic

approach and instead of maintaining the entire density matrix we begin with a random

pure state, and apply gates as normal but inject randomly drawn coherent and non-coherent

errors into the system at each step and the resulting quantum state remains pure after

renormalization. In the limit, the trajectory method converges the same results of full

density matrix simulation but has some space savings which allows us to simulate a few

extra qudits. This work simulates circuits of up to 24 qubits, which can be represented by

12 ququarts using this method.

For this work, for each circuit of interest, we generate at least 1000 random quantum

states and for each we simulate once and compute the average fidelity over all trials and all

random states. We emphasize the need for the random quantum states rather than beginning

with random classical states (e.g. bitstrings) even if many of our circuits are classical in

nature because quantum errors do not always have noticeable effects on classical inputs (e.g.

a Z-type Pauli error will have no effect on the measurement outcome of a classical bitstring).

In the past, prior work on simulation of qudit systems neglects the realistic duration
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differences between gates which results in drastically different usage patterns and simply

injecting errors on a moment-to-moment basis can skew results. For example, in this work

our direct-to-pulse compilation of CCX and CCZ gates have significantly different execution

times. In a naive execution of the trajectory method, circuits with each of these perform

similarly despite this execution time difference because the total number of moments is

nearly the same. We modify the trajectory method simulation slightly to account for this

difference. Rather than inserting many idle gates during each time step using the longest

gate time included in that time step, before each gate, we insert one idle gate using the exact

time that qudit has been idle. This is a more accurate representation of how long, when,

and from which state these qudits could be decohering.

Noise Model for Qudit Systems

For qubits we consider both symmetric depolarizing and amplitude damping errors. There

are four possible single-bit channels: no error (I), bit flip errors (X), phase flip errors (Z)

and bit and phase flip errors (Y = ZX). In simulation each error channel is drawn with

probability p/3. Two-qubit errors are given as the product of single-qubit errors, e.g. X⊗X

for a bit flip on both interacting qubits; there are 16 possible channels of this type so each

error occurs with probability p/15 and no error (I ⊗ I) occurs with probability 1− 15p.

For a general qudit system, we consider a generalized form of these errors. The “bit-flip"

type gates become X+1mod d and the “phase-flip” errors become

Zd = diag(1, exp{ω}, exp
{
ω2
}
, ... exp

{
ωd−1

}
) where ωj is the j − th root of unity. The

product of {I,X+1mod d, ...X
d−1
+1mod d} and {I, Zd, Z

2
d , ..., Z

d−1
d } is a basis for all d× d Pauli

matrices which allows us to construct a general symmetric qudit depolarizing channel. This

explains the expected increase in error for using qudit systems: For a two-qubit gate the

chance of no error is 1− 15p while for a ququart this chance diminishes to 1− 255p let alone

possible differences in p [71].
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Amplitude damping for qubits can be described as non-unitary transformations on the

quantum state with operators K0 = diag(1,
√

1− λ1) and K1 =
√
λ1e0,1. Here ei,j refers to

a matrix with all 0’s except for a 1 in the i-th row and j-th column and is of appropriate

dimension. In the general qudit case we have K0 = diag(1,
√

1− λ1,
√

1− λ2, ...
√

1− λd),

K1 =
√
λ1e0,1, ... Kd =

√
λde0,d−1. Since we primarily focus on a superconducting system

in this study we take λm = 1 − exp{−m∆t/T1} where ∆t is the idling duration and T1 is

the coherence time of the qubit [56].

In this work we are also concerned with the manipulation of mixed-radix systems.When

drawing an error for such a system, for example a qubit-ququart interaction, we consider

only relevant errors for the respective participant. For instance, a two-qudit error is drawn

from P2⊗P4 and not from P4⊗P4 (where Pd is the set of d-dimensional Paulis, exactly the

set of potential errors described above). Similarly, for two-qubit gates on encoded qubits, we

consider only single ququart errors since gates on encoded systems are equivalent to single-

ququart gates. Our model does not account for several real problems - for example crosstalk

and population leakage - as these are challenging to incorporate into simulation. These are

problems that both qubits and qudits experience, though there is an expectation that leaking

in particular is worse for higher dimension d.

4.6.6 Results

When we are able to perform native implementations of three-qubit gates via ququarts, we

significantly reduce the number of gates that need to be executed, reducing failure due to

the use of many error prone gates. However, we may face the setback that the reduction

in time to execute these gates is not enough to overcome the reduced coherence time of

higher radix states. In Figure 4.29, we examine the simulation fidelities for three-qubit

compilation strategies across different sized circuits using Toffoli gate based decompositions.

Each point represents the average fidelity of 1000+ different initial states run once, each
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Figure 4.29: Simulated results for QRAM, Generalized Toffoli, Cuccaro Adder and Select
Circuit from 5 to 21 qubits with different mixed-radix and full-ququart compilation strate-
gies. The mixed-radix strategies do not have complete error bars due to the requirement
to simulate a four-level system for every qubit which would require more than 86 GB of
memory per circuit in our simulation framework.

with randomly inserted error. The error bars are the standard error, which is the standard

deviation of the all the trials divided by the square root of the number of trials. The mixed-

radix compilation schemes stop at 12 qubits due to memory based computational limitations.

While mixed-radix circuits start in an all-qubit state, we must model them as if they are

entirely on ququarts, since to accurately inject error into the system we must be able to

model the higher levels at all times. This restricts the number of physical devices we are

able to simulate in this scheme to 12 simulable ququarts.

The first thing we notice is that all of our mixed-radix and full-ququart compilation

strategies are able to exceed the fidelity of our baseline qubit-only compilation scheme.

From a pure gate error perspective, this should not be unexpected, each of these schemes

greatly reduces the number of gates required to execute the same operation. Figure 4.30

demonstrates how the EPS for gate error is substantially improved by using three two-

ququart gates gates or one two-ququart gate for full-ququart computation rather than eight

two-qubit gates for mixed-radix computation. And, as hoped, the simulation finds that using

the |2〉 and |3〉 state, and the idle time potentially spent in these states, does not outweigh

the benefits of the using fewer gates and the shorter circuit duration. The shorter duration

of the gates is counter acts the increased decoherence rate of the ququarts. Figure 4.30 also
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Figure 4.30: EPS statistics for the generalized Toffoli circuit. We show the gate and coherence
EPS on the left and the product EPS on the right.

demonstrates the same point. The coherence EPS between all of the mixed-radix strategies

and the qubit-only baseline are nearly the same, and is actually improved for full-ququart

strategies. The general trend of our simulation results is mirrored in Figure 4.30 where the

total EPS of the circuit is shown. As the EPS trends match what we find in our simulated

results, we are able to infer that the scaling of simulation will match the scaling of the EPS

results, which we can calculate when simulation becomes intractable. While we only show

examples of the generalized Toffoli circuit, the results are similar for other circuits.

Digging into the difference between the strategies, we find that the mixed-radix strategies

are all relatively similar to one another, with some additional separation as the size of the

circuit increases. We first compare the mixed-radix Hadamard corrected CCX gates, shown

in light blue, to the mixed-radix gates without this correction, shown in pink. While there is

some cancellation between the single qubit gates, the extra serialization and marginal gate

error of the correction gates is a drawback to using this correction strategy based on the
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Figure 4.31: The average fidelity improvement for each compilation method over the qubit-
only compilation method as the size of the circuit increases.

simulated results. The reduction in time from the better configuration of the CCX gate is

not always enough to overcome these additional costs. If we instead use CCZ decomposition,

shown in green, we consistently achieve the same, or better, fidelity, especially as the size

of the circuit increases and the reduction from CCZ gates is more pronounced. In these

cases, the benefits found by using shorter target-independent gates from the start rather

than retargeting improves the fidelity of the circuit in this mixed-radix regime. In Figure

4.31 we find that the mixed radix gates achieve 2x better fidelities for circuit size 12, which

is a significant improvement over qubit-only computation. This alone would be a important

optimization for three-qubit gate based circuits.

We also find that the ququart compilation scheme, shown in grey, has an even higher

fidelity improvement, up to 3x reductions as seen in Figure 4.31. The reasoning behind this

is two-fold. The first is that we no longer need to encode and decode gates before each three-

qubit gate in this scheme. As seen, gate reduction is important, and this reduces the number
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of gates. The second is the reduction of communication. With the higher connectivity

afforded at all times, we further reduce qubit communication required to perform certain

gates. Both of these factors add to the reduction in time, keeping the full-ququart based

circuits under the coherence limits and maintaining higher circuit fidelity overall. At this

level we are able to further reduce the overall circuit time by using faster, target-independent

CZ gates in place of CX.

It is worth noting the points where full-ququart compilation does not outperform mixed-

radix compilation to the same degree. This is particularly noticeable in the QRAM circuit.

There are more than double the CX gates as Toffolis in this circuit. As a result, the serializa-

tion induced by ququarts with slower two-qubit gates reduces the effectiveness of ququarts.

This will be explored later in a sensitivity study. Additionally, these benchmarks are only

kernels of computations that could be used within the context of larger circuits. In such

cases, we will not have the benefit of a perfect mapping to start. This would not affect the

improvement in fidelity from the qubit only to the mixed-radix strategies, but the effort to

encode the qubits into a full-ququart regime before execution may outweigh the benefits of

ququart compilation.

Special Gate Case Study: CSWAP

As detailed in Section 4.6.2 we could instead decompose to a different-three qubit gate in

the circuit. In the case of QRAM, this is the CSWAP gate. In Figure 4.32, we explore the

differences in fidelity when we use CSWAP gate alongside the original results using CCZ

gates. A CSWAP can be constructed from two CX gates and one CCX gate, but cannot be

re-targeted in the same way. Regardless, in the mixed-radix state, by orienting the CSWAP

such that the targets are separate from the controls when possible, we see improvements

over the CCZ decomposition. In fact it is able to beat the full-ququart CCZ compilation in

some cases because of the reduced number of CX gates. While we can always attempt to
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Figure 4.32: Simulated fidelities for the QRAM circuit that included the direct-to-pulse
implementation of the CSWAP gate compared to the more general CCZ based methods
developed for the other circuits.

encode the qubits favorably in a mixed-radix environment, this is not as natural a change

when compiling for ququarts, and could lead to bad configurations if we solely focus on the

disruption of qubits on ququarts. If we focus on the CSWAP in a full-ququart regime, the

basic version shown in blue, and instead use the strategy that places the targets in the same

ququart, shown in bright pink, we find even more improvement to our full-ququart encoding

regime. This further indicates the importance using the best decomposition possible by

separating the targets and the controls of certain gates.

Sensitivity to Ququart Gate Error Rate

While we synthesized our gates using a realistic hamiltonian, it is still more difficult to

physically realize gates that access higher energy levels. In Figure 4.33a we explore how
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Figure 4.33: The results of several sensitivity studies. (a) Changes in CCZ compilation strate-
gies’ fidelities as gate error ququarts increases. (b) Changes in CCZ compilation strategies’
fidelities as coherence error for the |2〉 and |3〉 level states changes. (c) Differences in fidelities
between mixed-radix and full-ququart compilation strategies as the distribution of CX gates
to CCX gates in a circuit changes. In all graphs The black line represents the qubit-only
compilation method. Below this point mixed-radix or full-ququart methods are more error
prone than using only qubits. Please note the different scaling on the y-axis.

the simulated fidelity changes as the error on ququart and mixed-radix gate increases for an

11-qubit Cuccaro Adder. Both strategies see a very fast drop off as the gate error increases,

crossing over the qubit-only baseline fidelity when the ququart error rate is between two and

four times worse that qubit gates for mixed-radix compilation (97% fidelity), and between

four and six times worse for full-ququart compilation (94%). While these are still high fidelity

targets, it does indicate that we do not need our three-qubit gates to have the same fidelity

as our two-qubit gates for these strategies to be successful.

Sensitivity to Ququart Coherence Error Rate

In this work we selected the expected theoretical decrease in coherence time as the grounding

for most of our simulation experiments. However, physical realizations don’t always meet

reality. Accessing higher energy levels may prove to be more costly in terms of coherence time

due to lack of control, or it may be less of an issue as has been found by some testbeds when

accessing the qutrit state [22]. In Figure 4.33(b) we demonstrate the effects of changing the

rate that the |2〉 and |3〉 levels decohere for an 12-qubit QRAM circuit. The main detail to
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note is that as the rate increases, the distance between mixed-radix and full-ququart fidelities

decreases until mixed-radix becomes higher fidelity. Mixed-radix gates do not spend as much

time in the higher level states, so as machines are developed and these level are more unstable,

it may be better to avoid using full ququart encodings for larger circuits.

Ratio of Three Qubit Gates to Two Qubit Gates

It may not always be the case that the number of three qubit gates greatly exceeds the number

of two qubit gates. Future applications may have a higher mix of two-qubit gates to three-

qubit gates, or may only require a few three qubit gates to perform the desired operation.

In Figure 4.33c, we example how the fidelity of different mixes of two-qubit to three-qubit

gates is effected by compilation using a full-ququart strategy versus a mixed-radix strategy

for an 11-qubit circuit. As the ratio of two-qubit to three-qubit gates increases, it becomes

less and less profitable to use a full ququart encoding. At 80% CX gates it becomes more

profitable to remain in the mixed-radix regime. Using CX gates on ququarts requires more

serialization, since we cannot perform two separate operations on qubits encoded in the same

ququart. This increases the time, and we start seeing the effects of reduced coherence times.

This changes the calculus about when mixed-radix is better than full-ququart compilation.

In cases where we don’t need to use as many three qubit gates, it does not make as much

sense to use ququarts for the entirety of the circuit. While this indicates that quantum

circuits that only use two-qubit gates do not benefit from this encoding scheme, we can use

resynthesis tools [116] to automatically insert three-qubit gates into the circuit, such as in

[81]. However, resynthesis can introduce additional error as a perfect direct translation is

not always possible and is better explored in a future work.

Random Mappings Most of the benchmarks used in this evaluation are “kernels” of

computation, and are intended to be used as smaller portions of larger circuits. As a result,
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Figure 4.34: The results of the different mixed-radix and full-ququart compilation strategies
on random mappings of only qubit-encoding, or only ququart encoding.

the assumption that the compiler will have the opportunity to generate a well mapped

circuit from the outset is not necessarily true. We explore the senstivity of the different

strategies to random mappings of qubits. In particular, we explore three different setups

in 4.34 for the Generalized Toffoli circuit. The first starts with all data qubits in random

qubits, without encodings. Then we performing routing, and use mixed-radix CCZ gates

to perform the operations. The second starts with the same random mapping, but instead,

contracts the mapping such that all qubits are encoded into ququarts. We then perform all

computation on this encoding, before returning the qubits to qubit-only encodings. The third

starts in a random ququart encoded mapping, before performing the computation solely on

ququarts. In this study, we find that mixed-radix and full-ququart compilations are relatively

similar to one another. The encoding and decoding in the mixed-radix case, is a slightly less

expensive set of operations than encoding to ququarts and performing all communication in

this encoding. And, we find that a random mapping on ququarts does not necessarily hinder

efficient execution of the circuit. As explored in the previous sensitivity study, it may not
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always be the case that circuits have high percentages of three-qubit gates, the mixed-radix

strategy will be more advantageous in many cases when a good initial mapping cannot be

generated.

4.6.7 Alternate Strategies

While this work is the first we are aware of to explore compilation of higher-radix qudits

for three qubit gates via encoding specifically for superconducting qubits, there have been

studies using existing superconducting qubit technology to execute native three qubit gates.

In particular, Kim et al. [59] and Gokhale et al. [43] have explored driving two connections

between three qubits in a line to perform three qubit gates in a superconducting architecture.

These studies found varying success in doing so. Gokhale developed a technique to execute

two CX gates in parallel in a single CXX gate. These gates did not find improved fidelity,

but achieved similar goals of faster parallel gate execution than serial execution as described

in this work. It should be noted that this was done without explicit calibration for this sort

of operation.

On the other hand, Kim developed a very high fidelity, 98.2%, iToffoli gate between three

superconducting qubits. In this case, both controls induce a state change in a center qubit by

driving the connections between the qubits. This gate is performed very quickly with a gate

duration of 392 ns. While a meaningful result, it is difficult to compare this work to our own

as the device has significantly different Hamiltonian than this work. Additionally, this took

significant calibration between each of the three qubits, which can be an expensive process.

Requiring calibration between each set of three qubits on a device is much more expensive

than calibrating each pair of connected devices as would be required by our scheme and is

already done on current hardware.

There have also been a few physical realizations of the iToffoli gate that use iSWAP gate,

a CPHASE gate, and a reverse iSWAP gate using the |2〉 state to change the state of a qubit
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in [49, 36]. These are conceptually similar to the encode, mixed-radix Toffoli, and decode

scheme that was laid out in this work. But, these gates were not synthesized directly to

pulses as was done here. Regardless, they are good motivation to continue working on this

problem.

4.6.8 Discussion

This section takes advantage of increased connectivity, and interaction potential when we

have encoded qubits into a four-level system. Encoding qubits in this way allows for the

interaction of three to four qubits across a single physical connection, and we synthesize a

library or efficient three-qubit gates via optimal control that take advantage of this virtual

connectivity and are much faster and higher fidelity than performing the decomposition of

a three-qubit gate. We then use these gates to develop compilation strategies, the quantum

waltz, that use the most efficient configurations of three-qubit gates on mixed-radix and

full-ququart systems to produce circuits that achieve 2x and 3x better simulated fidelities

in mixed-radix and full-ququart environments, respectively. Despite difficulties of accessing

and performing operations on higher level states, this efficient implementation of three-qubit

gates provides worthwhile benefits for quantum computation.

Mixed-radix and full-ququart implementations of three-qubit gates makes ququart com-

putation an invaluable piece of the quantum computing repertoire. It is more flexible than

previous hand optimized circuits to improve circuit execution via higher radix devices, does

not require that the entire circuit use quaternary-based logic, and can be selectively applied

to certain sections of larger circuits via the encoding scheme. Realized implementations

of these gates provide a massive opportunity to improve near-term execution of quantum

circuits and expand the capabilities of quantum computers.
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CHAPTER 5

CONCLUSION AND FUTURE WORK

The fundamental aspect of this work is that the core of an algorithm for general purpose

quantum computing can be adapted for a specific architectures with considerable improve-

ment to the results of quantum programs. There are some shared errors between quantum

architectures, mainly gate errors and decoherence errors and compilation goals such as low

gate count and circuit duration are also shared. But these changes allow for the use of the

unique features of architectures to further reduce these metrics and in some cases, working

around their flaws. A general mapping, routing or scheduling algorithm, such as those in-

cluded in most quantum frameworks, applied without alteration to a quantum program to

be run on a specific device will fail to produce the most successful version of that program.

In the context of Neutral Atom devices, we adapt mapping and routing strategies to

continue to honor a more dense interaction graph, but understand that some SWAPs could

be much more disruptive to locality that a general communication algorithm. To get around

this issue, we adapt our disruption method to take into account a physical distance, not just

a topological distance, between qubits. This gave our router a better sense of how a given

mapping would be affected by a certain SWAP path. Even further, a traditional routing

algorithm would prefer to use the entirety of a machine, and hit the bounds of maximum

interaction distances. This is a detriment to Neutral Atom devices. Atom loss can make this

infeasible. But by adapting the algorithm to be more constrained, a use a “smaller” device in

both size and maximum interaction distance, Neutral Atoms save significant overhead time,

increasing utilization of the device.

Higher-radix qudit systems have a unique feature of non-static interaction graphs. A

SWAP can be more error prone, or have a longer duration, breaking the initial assumption

that all SWAPs have the same error cost to a circuit. Further, this is dependent on the current

maximum energy level of the qudit at the time. Adapting to this strategy meant keeping
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track of the current state of the qudits, and updating the interaction graph accordingly in

both the qudit interaction graph, and the expanded qubit interaction graph in the cases

where two qubits were encoded into a single ququart. Additionally, with several different

sets of generated pulses to achieve the computation of qubits-on-ququarts, we drastically

improve we are able to accommodate three-qubit gates which significantly improves both

the circuit duration and the error from gate execution. This circumvents the increased error

from reduced coherence time of higher-radix qudits, and provides real benefits for using

qudits.

The explorations detailed in this work are small portion of the many different architec-

tures in development in quantum computing. IBM has a road map, expecting processors

with many thousands of qubits [40]. This will not be achievable on a single chip, and we

will likely require changes to our routing algorithms that can account for more error prone,

and expensive interconnects [37]. Neutral Atom devices can perform physical movement of

qubits, not just data movement as was explored today [16]. In the short term, it may be vi-

able to have tailored compiler toolchains for each type of hardware, but as we move towards

larger quantum hardware, the pipeline will need to be able to adapt as well.

With these increases in circuit size on the horizon, there are several avenues of future

work to be explored. The first, put simply, is the issue of scalability. Hardware will continue

to increases in size in both number of qubits and connectivity, and circuits will make use of

these qubits. Many of the compilation algorithms use global information, rather than local

decision making. These strategies can scale poorly in the classical sense. While it can be

argued that heavy optimization is not an issue for quantum computation since any error

reduction can signficantly improve the program, this isn’t the most practical approach for

cloud providers attempting to efficiently run circuits from many varied users. Other future

work involves mapping and routing circuits effectively across different sections of a quantum

devices, using the more error prone interconnects mentioned earlier in an effective way and
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without accumulating error. Ideally, quantum computing and hardware will also be moving

into a more fault-tolerant, potentially error corrected era. The role for mapping, routing and

pulse control operations is more nebulous in this regime. Exploring compilation for different

gate sets tailored to these error correction requirements is a worthwhile exploration, as are

interesting ways to use the unique features of a device, such as long distance interaction.

Another direction focuses more on compilation strategy of larger circuits. Many of the

benchmarks used in this work are compuational kernels that are used as a smaller piece of

a larger circuit. Yet, they are used as demonstrations of mapping of routing algorithms.

In the near future, it may be the case that different portions of a circuit will have vastly

different interaction patterns. The mapping and routing stratgies listed in this work have

some resiliency to this concept through the use of a lookahead pattern, but their effectiveness

as a “mid-circuit” strategy has not be explored. It is worth developing heuristics for how a

circuit can be subdivided into different interaction patterns, and developing algorithms that

perform mid-circuit remapping, or change their routing strategy entirely to fit the the new

interaction strategy between qubits.

A third path is developing an understanding of how different optimizations affect one

another. Many quantum compilation frameworks tout a suite of different optmizations, often

times with a number of different preset list of optimizations that claim to have certain effects

on a circuit that use a general intuition of what should be best for the circuit in terms of

depth and gate count. But, it would valuable to have an automated intuition for which kinds

of optimizations should come before others. An exploration into how different optimization

orders help or hurt a circuit could be invaluable to developing future optimizations and

adding them to existing pipelines. Additionally, a method for information sharing across

throughout a compiler pipeline such that optimizations do not conflict with one another

could be instrumental as optimizations for quantum architectures increase in number.

As we develop new algorithms and compiler optimizations to execute quantum programs,
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it is important to reason about how it can be adaptable to specific features, without requiring

an upheaval of the entire process. In this work, while the core of each compilation pipeline

was relatively similar, it did not natively fit within the bounds of a particular framework,

they were rewritten from the ground up to inherit the native features of the architecture

itself. Most today frameworks are only able to support the basic assumptions laid out in the

original algorithm as it is the most device-independent way to perform an optimization.

As we push into larger, and more varied quantum systems, software developers and

quantum compiler engineers need to be cognizant about the fact that not all devices can be

assumed to be the same. Although they may have shared features, that is not enough to

based on algorithm on that will be applied to several different architectures. We must work

to develop systems that can be informed of particular features earlier in compilation so that

different architectures can be used to their full potential.
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