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ABSTRACT

Our ability as humans to effectively communicate depends heavily on the language we use

and the way we speak to one another. The values of our society are both reflected in and

reinforced by our use of language. Detecting how this language could convey bias needs to

remain effective as these values evolve over time. Specifically, gendered language in text often

affirms gender stereotypes and often perpetuate bias and discrimination. As we as readers

absorb written content, gendered language used settings such as biographies, recommenda-

tion letters, and job advertisements can negatively impact the subjects and audiences alike.

Gender stereotypes have been studied extensively, however, the current methods used today

still rely on word banks from nearly 50 years ago. Since then, societal views have continued

to evolve and it’s important to be able to reflect these changes. Additionally, significant ad-

vances have been made in developing new methods for analyzing how words are used in text.

To address this, the methodology of this work proposes updating existing gender lexicons

to reflect modern language use, and applying machine learning to detect gendered language

more efficiently. In addition to written text, efficient and unbiased communication depends

upon not only the content, but the manner in which it is presented. The tone of voice of a

speaker can heavily influence how they are perceived. Particularly, changes in emotion tone

of voice can reduce these inherent biases in the listener, thereby providing more effective

communication. This work explores ways to improve methods for measuring perceptions of

gendered language in text and emotion tone in voice, and ways to mitigate resulting biases.

iii



CHAPTER 1

INTRODUCTION

Through written text and spoken language, biases influence our perceptions of each other

and society. These biases often hamper our ability for effective communication, and may

alter our behaviors as a result. However, measuring bias remains an ongoing task that re-

quires iterative improvements as societal perceptions and measurement methods change and

improve overtime. This work attempts to update the data and methods used to measure

and mitigate biases through leveraging large corpora of existing text and audio data, crowd-

sourcing perspectives of real people, and using recently developed machine learning models

to analyze the data.

For instance, studies show that certain job postings contain potentially gender biased

language, through language that frames a position as intended for a more masculine or

feminine person, thereby potentially deterring many people from even applying to such

jobs. Existing tools attempting to detect and correct gender biased language rely on a

very simplistic “bag-of-words” lexicon approach. Further, the word inventories used are

based on psychology studies from nearly 50 years ago, and may no longer be relevant today.

Recent advances in natural language processing and machine learning methods provide us

with updated tools that can be used to more efficiently detect gender bias in language.

These tools, though, require an up-to-date corpus to learn how gender bias presents itself in

the language of today. This work proposes improving methods of detecting gender biased

language by crowdsourcing a large corpus of labeled text to train an end-to-end classification

model using deep learning. Through crowdsourcing the data and labels, it’s possible to

generate a modern corpus of gendered language that reflects the views of real people and

based on existing written text.

First, I discuss an overview of existing lexicons of gendered words, how they have been

used in the past, and their shortcomings of representing modern perspectives of gender. I will
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show how these lexicons can be updated to reflect current language use with a large corpora

of data from Wikipedia. After identifying the adjectives and verbs most commonly used to

describe males and females, crowdsourcing is used to label the new lexicon, by having users

indicate if they perceive the words as consistent or contradictory to an association with males

or females. The updated gender word bank is then used to train traditional machine learning

models, which can in turn be used to label entire articles of text with a “gender score”. Then,

additional crowdsourcing to gather articles of labeled data, which is used to train a deep

learning model that can label unseen articles in an end-to-end approach. By leveraging

the labeled articles, the BERT language representation tool is extended to analyze whether

a body of text contains masculine or feminine language. Both approaches are evaluated

through a user study to determine which produces labels that more closely coincide with the

perspectives of real people. While the updated lexicon achieves higher accuracy than using

the traditional lexicons, the end-to-end approach proves to be significantly more efficient

and accurate than any of the lexicon methods at detecting gender stereotypes in language.

By reexamining traditional methods for identifying gendered language, the new end-to-end

approach can more accurately identify gender stereotypes in text, and inform authors and

researchers when such instances occur.

Lastly, I will discuss how biases affect our ability to communicate through speech. The

way speech is perceived has been studied for decades in psychology and socio-linguistics,

especially in reference to intonation, accent, and perceived emotion. By manipulating emo-

tional tone of voice, we can increase likeability and reduce potential effects of inherent bias,

thereby improving the experience for both the listener and speaker. This work seeks to

explore how emotional tone is perceived for different people, how it can be manipulated

through manual software and machine learning methods, and if changing tone of voice can

change the way the speaker is perceived by others.
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CHAPTER 2

MEASURING AND ALTERING GENDER BIAS IN TEXT

2.1 Lexicon Approach

Existing Lexicons. Stereotypes can be captured by gender word inventories – precompiled

lists of items describing social traits and behaviors that differentiate males and females [4,

33]. Gender word inventories are historically extracted from self-reported characteristics

through questionnaires given to college students to measure their self-concept and valuation

of feminine and masculine characteristics. The Personal Attributes Questionnaire (PAQ [35])

and Bem Sex Role Inventory (BSRI [4]) are two of the most representative questionnaires in

early studies. The items extracted for the BSRI and PAQ typically associate females with

more communal attributes (i.e., gentle, warm) and men with more agentic attributes (i.e.,

aggressive, competitive), which are highly consistent with traditional perceptions regarding

gender stereotypes. Other studies generalized these words into expressive and instrumental

traits [34]. Tying these together, aggregated lists of masculine and feminine characteristics

have been compiled from previous studies, particularly through gendered wording in job

advertisements [19].

However, perceptions captured by BSRI are less endorsed by women in recent years [15,

40]. These works reviewed a large collection of studies that apply BSRI, and tracked how

user responses change over a long period of time. Women’s femininity scores have decreased

significantly over the years, indicating that societal gender norms may require an update

of masculine and feminine stereotyped characteristics. Given previous results showing that

existing gender word inventories may not properly reflect these concepts in the modern world,

it’s necessary to develop a lexicon that captures people’s perceptions of gender stereotypes

in contemporary society.
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Generating Updated Lexicon. The lexicon-based approach first analyzes how people

associate particular words with common gender stereotypes, and then aggregates these scores

to derive a gender score for the entire article. Currently, no databases exist that reflect

modern perspectives on gender stereotypes in language. Thus, it’s necessary to build novel

datasets using an existing (unlabeled) data repository and crowdsourcing (to label data

from the repository, and provide additional data from online sources). The goal is to create

datasets that represent current language use, with minimal bias, and can easily scale up

when additional resources become available. This goal is approached in three steps. First,

a large corpora (i.e., Wikipedia DataDump) of existing text samples is leveraged to reflect

typical use of language. Second, human crowdsourcing is used to label the data. Finally,

these datasets can be iteratively updated and expanded through the methods described,

thereby providing practical scalability.

Like previous studies [4, 35], our survey asks the participants to rate the extent to which

they associate each word with a typical man or woman. Specifically, the participants are

shown a list of words, and asked to evaluate the statement “I feel that is commonly

associated with the characterization of a typical man in US society” or “of a typical woman

in US society.” The evaluation uses a 7-point Likert Scale, from “strongly disagree (1)”

to “strongly agree (7).” The ground truth score of a word is measured by the difference

between the ratings associating the word with men and the ratings associating the word

with women. Except a few words related to appearance (e.g., hairy, beautiful), the highly

stereotypical words are consistent with recent work demonstrating that stereotypically men

are perceived as strong, active and violent, and women are perceived as weak, emotional and

kind [17]. Using the ground truth dataset, we first examine whether existing (unsupervised)

language models (i.e., word embedding) can be used to automatically label gender lexicon

without human input. After testing 3 commonly used word embeddings: word2vec [27],

GloVe [30], and FastText [7], the results show that automated lexicon labeling via word
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Word Embedding Method Adjectives Verbs
Odds ratio 0.09 0.29

Distance + word2vec 0.44 0.37
Distance + GloVe 0.47 0.41

Distance + FastText 0.47 0.41
Gender direction 0.40 0.33
Gender dimension 0.20 0.08

Table 2.1: Pearson Correlation of gender scores between predictions from word embedding
methods and ground truth.

Supervised Learning Method Adjectives Verbs
LR + word2vec 0.63 0.57
SVM + word2vec 0.62 0.57

LR + GloVe 0.53 0.52
SVM + GloVe 0.58 0.55
LR + FastText 0.52 0.45
SVM + FastText 0.58 0.53

Table 2.2: Pearson Correlation of scores calculated by supervised learning methods and
ground truth.

embedding produces gender scores with mediocre results. Since the labeled training dataset

only contains around 2000 words, we cannot use deep neural network models that require

large training datasets. Instead we use two classical machine learning models: Support

Vector Machine (SVM) and Linear Regression (LR). Our models use word embeddings of

each word as features, and the pre-trained word2vec, GloVe and FastText as model inputs.

Results in Table 2.2 are higher than those produced by word embedding (Table 2.1).

Finally, the gender lexicon is used to detect gender stereotypical language in articles.

Similar to previous work [39], a gender score is assigned to an article based on word usage,

first by extracting all verbs and adjectives in the article, then adding the scores of these

words together to get an overall gender score. Then, this approach is evaluated against the

performance of an end-to-end deep learning model.

2.2 End-to-End Approach

Different from the lexicon approach, the end-to-end approach operates directly on paragraphs

without breaking them down to individual words. Here we take a supervised learning ap-
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Domain Number Domain Number Domain Number
wikipedia.org 385 npr.org 58 huffpost.com 46
nytimes.com 178 forbes.com 57 washingtonpost.com 45

theguardian.com 78 dailymail.co.uk 54 biography.com 39
cnn.com 78 foxnews.com 48 cnbc.com 37

people.com 63 time.com 47 vogue.com 37

Table 2.3: Top domains and number of articles from each domain.

Consistent Contradict
Masculine championship, ceo, gun, league, player, business-

man, top, service, mountain, fight, basketball, win,
drive

gay, makeup, gender, singer, fashion, comfortable,
mom, youtube, cosmetic, dress, feel, wear, care-
giver, beauty, sexuality

Feminine cook, child, home, beautiful, beauty, care, clean,
fighter, daughter, makeup, family, mother, dress,
kid, mom

field, champion, history, sport, athlete, fight, mar-
tial, force, training, team, technology, institute,
lesbian, rank, tech

Table 2.4: Top keywords that distinguish consistent and contradicting stereotypes.

proach: first gathers human perceptions of gender stereotypes at the paragraph level to build

a moderately sized training dataset, then uses it to train a deep learning classification model

based on the BERT language representation tool [14]. BERT is a unsupervised language

representation tool that converts text articles into vectors. Since BERT does not target any

particular language task, we can use it to examine and search for common patterns of lan-

guage use that may be associated with gender stereotypes. Specifically, the training dataset

is used to fine-tune BERT by adding one additional output layer to implement the above

mentioned binary classification tasks. The resulting classification model can detect gender

stereotypes on arbitrary paragraphs and articles.

The survey asked users to search the Internet, and copy & paste articles (or a subsection

of paragraphs from an article) that describe a man (or woman) with a description consistent

with (or contradictory to) common gender stereotypes. We received 4360 articles (4 per

participant), primarily from biography pages (e.g., Wikipedia) or news sites (e.g., New York

Times). Table 2.3 lists the most frequently used domains.

To understand the content of these articles, top keywords are extracted to distinguish

articles for each category (i.e., consistent or contradictory). Then, Chi-square statistics are

calculated for masculine stereotypes and feminine stereotypes separately, and list the top

keywords in Table 2.4. The survey results show participants commonly choose sports and
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business related terms for men and domestic related terms for women as exemplifying gender

stereotypes. Further, some similarities appear between men who contradict stereotypes and

women who are consistent with stereotypes (and vice versa).

2.3 Evaluation

The classification model ran two tasks: determining whether the description of a man is

consistent with masculine stereotypes, and whether the description of a woman is consistent

with feminine stereotypes. Overall, the study shows that the end-to-end approach largely

outperforms the lexicon approach, in terms of detection accuracy and robustness. To ensure

that our evaluation (using the testing dataset) is sound, we performed another user study to

understand whether the per-user contributed labels in the test dataset can accurately capture

public perception of gender stereotypes. The new ratings based on at least 4 user responses

are reasonably consistent with the original rating, indicating that our testing dataset offers

a consistent, public view of gender stereotypes.

We see that the use of full set lexicon effectively improves the detection accuracy, but still

cannot match that of the end-to-end approach. Although the two approaches are trained on

different data, both datasets are curated from commonly used language in current bodies of

text, then evaluated by multiple crowdworkers to generate ground truth labels.

To understand why the lexicon approach generates less satisfactory prediction results,

we manually examine all the incorrect predictions the lexicon approach makes in the test

set. The possible reasons behind the misclassifications along with examples are summarized

in Table 7. The updated lexicon was also compared to those from previous works (PAQ,

BSRI, Gaucher), and the overlap with previous lexicons is less than half. Many of the terms

are not often found in current language, and the sparsity of their occurrence in our data

makes any comparison of results marginally meaningful. Although some of the terms appear

to exemplify strong gender connotations (e.g., “feminine,” “masculine”), such words do not
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Reason Lexicon
Wrong

Also
E-to-E
Wrong

Example

Lexicon Coverage 8 0 The first woman I invited to co-author a
publication was in 2015, four years after
completing my PhD.

Phrase 10 0 ... who paints his fingernails, braids his
hair and poses for gay magazines...

Non-human 6 0 Katie Bouman has already worked on looking
around corners by analyzing tiny shadows ...

Consistent and con-
tradictory

27 4 Even as I regularly work out and lift
weights, I am a rather fragile excuse for
a woman, constantly getting sick...

Multiple people 10 3 My wife had more earning potential and so
I volunteered to concentrate on family and
home.

Subtle stereotype, in-
sufficient information

50 123 American actor Peter Dinklage is labeled as
contradicting masculine stereotypes because
he is a dwarf, which is not discussed.

Data noise 30 18 Random response or failure to meet task re-
quirement.

Table 2.5: Reasons for lexicon approach making wrong classification. The “Lexicon Wrong”
column is the number of cases when the lexicon approach makes a wrong prediction, and the
“and E-to-E Wrong” column is the number of cases the end-to-end approach is also wrong
among these cases. Bold words are words that are closely related to the reasons provided by
the survey participants. Italic words are not exact content from our data, but summarize
participant explanations.

often appear in descriptive language and therefore are not necessary to include in the lexicon.

Being data-driven, this work is able to evaluate most commonly used verbs and adjectives

in current bodies of text.

Applying to Job Postings. Based on a previous study [39], we know that job postings

can often contain gendered language. To convert our male and female stereotype detection

models into a single gender bias indicator, we take the job posting text and use it as input

in both the masculine stereotype classifier and feminine stereotype classifier. We take the

probability output from both classifiers, and calculate the difference in the two probabilities.
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Textio Unitive BERT fine-tune
% of females 0.59 0.54 0.77

Attractiveness to female applicants 0.64 0.54 0.80

Table 2.6: Pearson correlation between user responses and gender bias scores.

We calculate the score for all the job advertisements, along with two state-of-the-art services

cited by prior work: Textio and Unitive (later renamed Talent Sonar), both of which are

specifically designed to detect gender bias in job posts using a lexicon-based approach [39].

Table 2.6 shows the correlation between the scores and user responses. This shows that

although the models in our end-to-end approach are not specifically trained for job adver-

tisements, they still outperform the best lexicon approaches designed for this task.

2.4 Discussion

This work seeks to reconcile the traditional lexicon-based approaches for detecting gender

stereotypes in language, with modern natural language processing tools almost entirely based

on end-to-end deep learning models. The high level question is: what approach should re-

searchers and practitioners take moving forward, an updated version of lexicon-based models

(which we developed in this work), or an end-to-end deep learning model built on existing

language models (BERT) and further trained with paragraph-length text samples? Despite

our best efforts to update and strengthen the lexicon-based models, end-to-end models based

on BERT provide substantially stronger results, even when trained on our moderately-sized,

crowdsourced dataset. In fact, when applied to the context of gender bias in job listings, the

end-to-end model significantly outperforms models used by industry services.
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CHAPTER 3

MEASURING AND ALTERING PERCEPTIONS OF SPEECH

The way humans express themselves through language includes not only the words spoken,

but also how they say it. Content, emotion, and intention influence how speakers express

themselves, but these are not always perceived as desired by the speaker. The way speech

is perceived has been studied for decades in psychology and socio-linguistics, especially in

reference to intonation, accent, and perceived emotion. Computational linguistics and natu-

ral language processing have made advancements to manual and machine learning methods

to manipulate emotion expression in voice. By manipulating voice, we can reduce potential

effects of inherent bias and improve the experience for both the listener and speaker.

3.1 Methodology

Existing tools like DAVID [31] and Praat [6] allow for manual and automatic manipulation

of audio features (e.g., pitch, frequency) that can be used for fine-grain adjustments at the

individual frame level, and even emotion transformations (e.g., happy, sad, afraid). Au-

couturier et al. [1] found that DAVID produces subtle manipulations of emotional tone in

one’s voice, and the changes correlate with changes in the emotion of the listener. In recent

years, computational linguistics has also used a variety of machine learning architectures

to manipulate emotion in speech, such as GANs, variational autoencoders, and sequence-to-

sequence text-to-speech models. These machine learning models capture linguistic frequency

and prosody patterns in order to This work focuses on a recently developed emotion con-

version model based on a VAW-GAN architecture that makes use of continuous wavelet

transformation for prosody conversion [45]. This model allows for achieving high quality

voice conversions with the possibility to convert unseen speakers.
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3.2 Project Plans

This work seeks to answer the following questions:

• Can we systematically classify, manipulate human speech?

• Do listeners consistently perceive different emotions/ characteristics from speech?

• How do these manipulations change perceptions in the listener about the speaker?

To answer these questions, I will conduct user studies to compare user perceptions of raw

speech, manipulated speech via DAVID, and speech converted with a VAW-GAN machine

learning model. For each emotion (i.e., happy, sad, angry, surprise), the tools will be used

to convert the emotion to a neutral tone. Several series of questions will determine if the

tools effectively change the perceived emotion tone, which emotion tone(s) are associated

with various characteristics, and which emotion tone(s) are preferred for various real-life

scenarios. First, users will be asked to rate the quality of the speech, the perceived emotion

tone, and extent of emotional tone. Then, users will be asked to compare pairs of speech

samples (one with emotion tone and one neutral / converted-to-neutral tone) for several

personal characteristics (i.e., trustworthy, warm, competent, anxious, polite, positive, nega-

tive). Finally, users will be asked to listen to the same pairs and indicate their preference for

each voice in several scenarios (i.e., speaking with a telephone operator, being interviewed

for a job, getting a surgery, interviewing a personal assistant, listening to a political debate).

Collectively, these tasks will show the ability for these tools to alter perceptions of voices to

increase effectiveness and preferability in real life scenarios.
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CHAPTER 4

EXPECTED TIMELINE

Summer 2022

• Candidacy Exam

• Continue work on emotion voice perceptions project

• Submit emotion voice perceptions project to CHI (September deadline)

Fall 2022

• Begin work on computer-generated voice perceptions project

Winter 2023

• Write computer-generated voice perceptions paper for submission to CSCW

• Work on Dissertation paper

Spring 2023

• Complete Dissertation paper

• Thesis Defense

12



REFERENCES

[1] Jean-Julien Aucouturier, Petter Johansson, Lars Hall, Rodrigo Segnini, Lolita Mercadié,
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