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ABSTRACT

As machine learning (ML) models have expanded in size and scope in recent years, so has

the amount of data needed to train them. This creates privacy risks for individuals whose

data – be it their images, emails, tweets, or browsing history – is used for training. For

example, ML models can memorize their training data, revealing private information about

individuals in the dataset [17, 6]. Furthermore, users whose data is co-opted for ML use may

end up enrolled in a privacy-compromising system, such as a large-scale facial recognition

model [23, 2]. Most existing work on ML data privacy accepts the premise that data use

is inevitable and instead tries to mitigate privacy risks during model training [15, 35, 19].

However, privacy-conscious individuals may desire agency over how and if their data is used,

rather than only having their privacy preserved when it is used. Data agency, the ability to

know and control how and if one’s data is used in ML systems, is an important complement

to existing privacy protection approaches, and it is the focus of this thesis.

Data agency can take many forms, and this thesis will develop technical solutions that

enable individuals to disrupt or discover when their data is used in large-scale ML systems.

It targets data agency in the context of large-scale facial recognition (FR) systems, providing

ways for users to combat unwanted facial recognition. This work proposes three data agency

solutions to disrupt or trace data use in FR systems or, in extreme cases, directly attack

the FR system. Additionally, it develops a framework for reasoning about broadly about

data agency in the context of FR. It will use this framework to outline both technical and

social challenges of data agency solutions in the FR space and propose directions for future

research. Finally, this thesis will discuss the connections between the proposed FR-specific

data agency solutions and methods for reclaiming data agency in other domains.
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CHAPTER 1

INTRODUCTION

In recent years, machine learning (ML) models have been eagerly adopted to perform a va-

riety of tasks, from real-time language translation to facial recognition. As machine learning

models have expanded in use, size, and scope, so has the amount of data needed to train

them. To feed their data-hungry models, ML practitioners use a variety of data sources,

from public websites [23, 46] to private application data [10] to surveillance data from pub-

lic spaces [48]. While sometimes this data is obtained with consent and user knowledge

(e.g. a large scale user study), there are numerous well-documented cases of user data being

co-opted for ML use without user consent. For example, the facial recognition company

Clearview.ai has developed a facial recognition model using over 3 billion images scraped

from social media sites [23]. Relatedly, the AI research company DeepMind has faced a

lawsuit for secretly funneling data from a UK health services app to train ML models for

medical diagnosis [3].

These examples imply that data from individuals who use an online service or occupy

a public space may be used to train ML models. Beyond issues of consent, such data use

poses a serious risk to individual privacy. Prior work has shown that models can memorize

and regurgitate their training data, revealing private information about individuals whose

data is in the dataset [17, 6]. Furthermore, users whose data is co-opted for ML use may

end up enrolled in a privacy-compromising system, such as a large-scale facial recognition

model licensed to whoever wants to pay [23].

Numerous solutions have been proposed to address the issue of data privacy during ML

training, each of resting on a different understanding of privacy. The first set of solutions take

the perspective that “only the user should know the exact content of their data,” inspiring

privacy solutions like federated learning and encrypted training [35, 19]. These solutions use

locally hosted data or encryption methods to limit third party access to the data. Another
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set of solutions simply requires that “data should not be traceable to the user who created it.”

This inspires solutions like differential privacy [15], which ensures that any single data point

has no outsized influence model training, limiting an attacker’s ability to reverse-engineer it.

While these solutions are effective in their own way, they share a common limitation:

they assume data use is inevitable and merely mitigate privacy risks during model training

and inference, after data has already been taken. Though important, post-facto privacy

protection is not the only way to address these issues. Privacy-conscious individuals may

desire agency over how and if their data is used, rather than only having their privacy

preserved when it is used. Data agency, the ability to know and control how and if one’s

data is used in ML systems, is an important complement to existing privacy protection

approaches, and it is the focus of this thesis.

At a high level, restoring data agency to individuals involves creating technical solutions

that enable individuals to disrupt or discover when their data is used in large-scale ML

systems. These technical solutions can and should be augmented by organizational and

legislative efforts, but can often act quicker than these and so are the first line of defense

against unwanted data use. The most straightforward approach to data agency is to disrupt

model training by rendering data taken without user consent unusable in an ML setting.

In the event where disruption is infeasible (e.g. the user has too little knowledge of the

downstream ML setting in which it is used), a second data agency solution would be to

detect if the data is used to train a model. This would allow users to know which of their

data have been used without their consent, perhaps enabling future legal action. Finally,

in extreme cases, data agency can involve attacking illicit ML systems. Depending on the

user’s goals, these attacks could either provide protection for users by embedding controlled

misclassification behavior in the model or could be used to draw public attention the problem

of data being used without consent.
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Thesis Contribution

This thesis will both define the problem of ensuring data agency against ubiquitous ML

systems and develop several technical solutions to address it. This thesis proposes three

solutions, each of which use a different method of reclaiming data agency: disruption

(§2.1), tracing (§2.2), and direct attacks (§2.3). For concreteness, the tools developed

target data agency in the context of facial recognition, a machine learning technology that

has recently become a flashpoint for civil liberties and privacy issues. Leveraging these tools

and other insights, it then will develop a framework (§2.4) for thinking broadly about

data agency against unwanted FR systems. This framework can serve as a template for the

development of similar data agency frameworks in other domains. Finally, it will provide a

forward-looking analysis (§2.5) of the viability of data agency techniques in the context

of FR and beyond.
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CHAPTER 2

PROPOSED THESIS CONTENT

2.1 Data Agency via Disruption

The first tool proposed is a poisoning attack against large-scale FR systems, which disrupts

FR by making face images unusable. As alluded to previously, today’s proliferation of

powerful facial recognition models poses a real threat to personal privacy. Kashmir Hill from

the New York Times recently reported on Clearview.ai, a private company that collected more

than 3 billion online photos and trained a massive model capable of recognizing millions of

citizens, all without knowledge or consent [1].

Opportunities for misuse of this technology are numerous and potentially disastrous.

Anywhere we go, we can be identified at any time through street cameras, video doorbells,

security cameras, and personal cellphones. Stalkers can find out our identity and social

media profiles with a single snapshot [45]. Stores can associate our precise in-store shopping

behavior with online ads and browsing profiles [34]. Identity thieves can easily identify (and

perhaps gain access to) our personal accounts [14].

We believe that private citizens need tools to reclaim data agency against unwanted FR

and protect themselves from being identified by unauthorized FR models. Unfortunately,

previous work in this space is sparse and limited in both practicality and efficacy. Some have

proposed distorting images to make them unrecognizable and thus avoiding facial recogni-

tion [56, 29, 47]. Others produce adversarial patches in the form of bright patterns printed on

sweatshirts or signs, which prevent facial recognition algorithms from even registering their

wearer as a person [57, 49]. Finally, given access to an image classification model, “clean-label

poison attacks” can cause the model to misidentify a single, preselected image [43, 61].

Instead, we will propose a system to help individuals to inoculate their images against

unauthorized facial recognition models at any time without significantly distorting their
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own photos, or wearing conspicuous patches. Our system will achieve this by helping users

adding imperceptible pixel-level changes (“cloaks”) to their own photos. For example, a user

who wants to share content (e.g. photos) on social media or the public web can add small,

imperceptible alterations to their photos before uploading them. If collected by a third-party

“tracker” and used to train a facial recognition model to recognize the user, these “cloaked”

images would produce functional models that consistently misidentify them.

Our disruption or “cloaking” algorithm will take the user’s photos and compute minimal

perturbations that shift them significantly in the feature space of a facial recognition model

(using real or synthetic images of a third party as a landmark). Any facial recognition model

trained using these images of user will learn an altered set of “features” of what makes them

look like them. When presented with a clean, uncloaked image of the user, e.g. photos

from a camera phone or streetlight camera, the model will find no labels associated with the

user in the feature space near the image, and classifies the photo to another label (identity)

nearby in the feature space. Our proposal will explore several key dimensions of data agency

via data disruption:

• We will explore how to produce significant alterations to images’ feature space represen-

tations using perturbations imperceptible to the naked eye.

• We will evaluate how our system performs regardless when the tracker uses different tech-

niques to train their model (e.g. transfer learning or from scratch).

• We will test against state-of-the-art facial recognition services from Microsoft (Azure Face

API), Amazon (Rekognition), and Face++.

• In challenging scenarios where clean, uncloaked images are “leaked” to the tracker and used

for training, we will show explore whether a Sybil identity can boost privacy protection.

• Finally, we will consider a tracker who is aware of our image cloaking techniques and

evaluate the efficacy of potential countermeasures.
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2.2 Data Agency via Tracing

The next data agency tool takes a different approach, again in the context of FR. Instead of

trying to fully disrupt a FR system’s operation, it will instead provide means for individuals

to determine whether their images have been used to train a model. As prior work has

discussed [42], preventing FR completely is difficult, due to the power imbalance between

FR system operators and individuals. However, tracing data through a FR system may be

more tractable. Data privacy laws grow more strict, having the ability to trace data through

models may provide individuals leverage to pursue legal action against unwanted FR. Data

agency through tracing endows individuals with the ability to prove data misuse, which may

ultimately be more powerful than data disruption.

To this end, we will propose a datamarking scheme, in which users subtly “tag” images

they post online. If stolen and used for model training, the tagged images can be detected

through their influence on the model’s prediction behaviors. We will demonstrate the efficacy

of this scheme in several large-scale image dataset and in real-world scenarios.

Our proposal will include the following evaluations:

• We will develop a set of empirical properties a viable datamark must satisfy.

• We will proposal a novel datamarking scheme and demonstrate the efficacy of that scheme

for both facial and object classification tasks.

• We will verify that datamarking remains effective even when multiple datamarks are

present within the model or within a single class.

• We will explore how different conditions (e.g. training decisions, model and dataset size,

etc.) affect datamark detectability.

• We will test our datamarking scheme against real-world facial recognition services such as

Amazon Rekognition and Face++.

• We will consider datamark disruption strategies such as removal and detection and ensure
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that our datamark persists against adapative adversaries who wish to remove it.

2.3 Data Agency via Direct Attack

Finally, we propose a tool which reclaims data agency via a direct attack on a FR system.

Despite their known impact on numerous applications from facial recognition to self-driving

cars, deep neural networks (DNNs) are vulnerable to a range of adversarial attacks [7, 40, 27,

39, 32, 4, 11]. One such attack is the backdoor attack [20, 33], in which an attacker corrupts

(i.e. poisons) a dataset to embed hidden malicious behaviors into models trained on this

dataset. These behaviors only activate on inputs containing a specific “trigger” pattern.

Backdoor attacks are sneaky because corrupted models operate normally on benign inputs

(i.e. achieve high classification accuracy), but consistently misclassify any inputs containing

the backdoor trigger. This property has galvanized efforts to investigate backdoor attacks

and their defenses, from government funding initiatives (e.g. [51]) to numerous defenses that

either identify corrupted models or detect inputs containing triggers [9, 18, 21, 41, 54]. Crit-

ically, backdoor attacks against facial recognition could be used to enable data agency, as

they enable users to cause controlled misclassifications in FR systems. These misclassifica-

tions can both serve as indicators that models are trained on stolen data (reminiscent of the

prior data tracing solution) and allow individuals fight back by corrupting models trained

illicitly on their data.

Current literature on backdoor attacks and defenses mainly focuses on digital attacks,

where the backdoor trigger is a digital pattern (e.g. a random pixel block) that is digitally

inserted into an input. These digital attacks assume attackers have run-time access to

the image processing pipeline to digitally modify inputs [26]. This rather strong assumption

significantly limits the applicability of backdoor attacks to real-world settings. This proposal

will consider a more realistic form of the backdoor attack against facial recognition systems.

It will use everyday, physical objects as backdoor triggers, included naturally in training

7



images, thus eliminating the need to compromise the image processing pipeline to add the

trigger to inputs. An attacker could then activate the attack simply by wearing/holding the

physical trigger object, e.g. a scarf or earrings. We call these “physical” backdoor attacks.

To evaulate physical backdoor performance, we will perform a detailed empirical study

on the training and execution of physical backdoor attacks under a variety of real-world

settings. We will focus primarily on the task of facial recognition due to the key application

of physical backdoor attacks as AFR tools. Using 7 physical objects as triggers, we will

collect an IRB-approved custom dataset. We will then launch backdoor attacks against

three common face recognition models (VGG16, ResNet50, DenseNet) by poisoning their

training dataset with our image dataset. We will adopt the common (and realistic) threat

model [20, 31, 30, 52], where the attacker can corrupt training data but cannot control the

training process.

Our evaluation will perform several key analyses:

• We will use the BadNets method [20] to generate backdoored models and evaluate whether

physical backdoors are effective.

• We will explore different attack properties and threat model assumptions to isolate key

factors in the effectiveness of physical backdoor attacks.

• We will relax our threat model and explore whether attackers can still succeed when

constrained to poisoning a small fraction of classes in the dataset. Additionally, we will

evaluate whether models poisoned by backdoors based on digitally injected physical trig-

gers can be activated by a subject wearing the actual physical triggers at run-time.

• Finally, we will study the effect of physical backdoors on state-of-the-art backdoor defenses.
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2.4 A Framework for Understanding Data Agency Solutions

Next, this thesis will propose and use a stage-based framework to categorize current data

agency solutions targeting unwanted FR. These solutions, referred to as “anti-facial recogni-

tion” or AFR tools, provide a representative sample of methods for reclaiming data agency.

Although this framework is designed for AFR specifically, both it and the method of its con-

struction present generalizable principles for reasoning about data agency in other contexts.

We choose to systemize AFR tools as a “model” for thinking about data agency methods

because they have attracted significant attention from the research community. In the last

12 months, more than a dozen AFR tools have been proposed (e.g., [28, 55, 44, 24, 16, 12,

13, 58, 50, 59, 8, 60, 37, 25, 5, 53]). While most are constrained to research prototypes,

a few of these tools have produced public software releases and gained significant media

attention [44, 12, 22].

Proposals in the rapidly growing collection of AFR tools differ widely in their assumptions

and techniques, and target different pieces of the facial recognition pipeline. There is a need

to better understand their commonalities, to highlight performance tradeoffs, and to identify

unexplored areas for future development. Existing surveys [36, 38] on facial privacy issues

do not address AFR tools. [36] summarizes proposals that modify faces (and other biometric

data) to allow automatic extraction of a user’s identity but not other sensitive information,

an orthogonal goal to that of AFR. [38] provides a comprehensive survey on facial privacy

protection methods but was published before the rise of DNN-based FRs and AFRs.

This portion of the thesis will address this need by providing a common framework

for analyzing a wide range of AFR systems. More specifically, it will make the following

contributions:

• Taxonomy of targets in facial recognition systems: AFR systems target a wide

range of components in the facial recognition process. Using a generalized version of the

facial recognition data pipeline, we will provide a framework to reason broadly about
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existing and future AFR work.

• Categorization and analysis of AFR tools: We will take the current body of work

on AFR tools, and categorize and analyze them using our proposed framework.

• Mapping design space based on desired properties: We will identify a core set of

key properties that future AFR systems might optimize for in their design, and provide a

design roadmap by discussing how and if such properties can be achieved by AFR systems

that target each stage in our design framework.

• Open challenges: We use our framework to identify significant challenges facing current

AFR systems, as well as directions for potential solutions.

2.5 The Future of Data Agency

The final thesis component will outline a vision for future work on data agency. Again using

FR and AFR tools as a starting point, it will do so through two mechanisms: a mapping of

the data agency design space and a discussion of open challenges.

2.5.1 Mapping Design Space

To provide a method of reasoning about optimal data agency solutions, we will use a case

study in FR. First, we will consider the design space of AFR tools through the lens of

specific FR stages they disrupt. To date, all existing AFR proposals have focused their

design around disrupting a single stage in this framework. Assuming an AFR tool must

disrupt some portion of the FR pipeline to be effective, we will map out and explore the

design space of AFR tools using this framework.

For researchers and practitioners in the AFR community, perhaps the most critical ques-

tion is: “what are the benefits and limitations of AFR tools that target each specific framework

stage?” Or, an alternative form of the question might be: “Given a set of prioritized prop-
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erties for an AFR system, can I find the best stage(s) to disrupt in order to achieve them?”

We will attempt to answer these questions here, by first identifying a set of high level

properties that AFR tools can potentially optimize for, then for each property, discussing

how targeting a given stage affects an AFR tool’s ability to achieve it. Ultimately, we hope to

provide a high level roadmap that can guide the design of AFR tools optimizing for specific

properties in mind. While we consider each stage in isolation, it might be possible for an

AFR tool to target multiple stages, gaining a combination of benefits (and limitations).

After discussing these concepts through the lens of AFR, we will consider how they might

generalized to data agency in other domains.

2.5.2 Open Challenges

Finally, we will describe what we see as the major technical and broader social/ethical

challenges facing future data agency tool development, first in the AFR space and then

more broadly. Each challenge will multiple properties and stages discussed throughout this

thesis. For each challenge, we will provide context for why the challenge exists and, where

possible, suggest ways to address it. The challenges described will represent our best efforts

to understand and systematize the space. They will not be exhaustive, and are meant as

signposts rather than a comprehensive roadmap.
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CHAPTER 3

DISSERTATION TIMELINE

Summer 2022

June 17: PhD Proposal/Advance to Candidacy

July - August: Complete systemization of the anti-facial recognition space.

July 12-14: Attend Veritas Forum Young Faculty summit.

July 17-19: Attend International Conference of Machine Learning (ICML) conference

in Baltimore.

July - August: Finish project on data provenance tracking in facial recognition

models.

August 10-12: Attend USENIX Security Symposium in Boston for presentation of

“Blacklight” paper.

Fall 2022

August 19: Submit data provenance tracking paper to 2023 USENIX Security Sym-

posium.

August - December: Develop faculty job application materials: research statement,

teaching statement, job talk.

October 1: Target completion date for systemization of anti-facial recognition space.

November - December: Start thesis writing.

November 1: Submit SALSA paper to International Conference on Learning Repre-

sentations (ICLR).
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November 29 - December 1: Attend the Conference on Neural Information Pro-

cessing Systems (NeurIPS) in New Orleans.

December 15: Submit faculty job applications.

Winter 2023

January - March: Travel to faculty job interviews.

January - April: Continue thesis writing.

Spring 2023

April - May: Prepare for thesis defense.

Early May: Thesis defense.

June 3: Commencement ceremony.
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