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ABSTRACT

Data storage is a fundamental concern for high energy physics; the experiments and data

analysis needed to discover new results require petabytes of measurements from particle

collisions. Accordingly, data compression has been a central focus of data storage solutions,

as it provides an effective way to reduce storage costs and improve analysis performance.

Whereas interactive analysis workloads benefit from fast data availability for computation,

archival storage benefits from compression which makes data as small as possible. For most

high energy physics data, the standard approach to compression is “one size fits all” — data

is stored for archive with the same compression used for interactive analysis. Because data

analysis and long term storage are fundamentally different use cases, the tradeoffs made to

provide performant data analysis result in relatively poor compression for long term data

storage. We propose that high energy physics data could be stored much more compactly if

we use modern computational algorithms and compression approaches that take into account

the fundamental characteristics of the data.

We study several modern compression algorithms and evaluate their performance on high

energy physics data. We then evaluate a variety of techniques used in data compression to

improve compression ratio: delta encoding, floating point representation, data aggregation,

and dictionary optimizations. These algorithms and techniques exist in a tradeoff space

where compression ratio, throughput, and resource utilization can be exchanged to find the

best compression for a specific use case.

Evaluation on real datasets from the ATLAS and CMS experiments shows that adopting

algorithms designed for modern processors and larger memory sizes can provide compression

ratio improvements of 7% while providing better compression and decompression throughput.

Furthermore, applying techniques that take into account the underlying type of a block of

data, not just the bytes of data, can increase compression ratio by an additional 5%. Overall,

we find that an approach that prioritizes compression ratio can reduce the overall size of data

ix



files by more than 15%, providing a significant reduction in data storage requirements.

However, this solution is useful only if it is cost-effective. We analyze the cost of scaling

up our compression strategies for the ATLAS experiment. We find that a production im-

plementation of our approach would require fewer than 50 CPU cores to handle reading a

petabyte of data per day. This approach could reduce data storage requirements by more

than 8 petabytes, and save hundreds of thousands of dollars in hard drive and tape storage

costs each year. Hence, our approach is cost effective and feasible on a large scale.
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CHAPTER 1

INTRODUCTION

1.1 Motivation

Our understanding of the subatomic world is derived largely from particle collider experi-

ments, which create high kinetic energy collisions of projectiles and analyze the byproducts

of their impact. These facilities, such as the Large Hadron Collider, contain detectors with

millions of electronic output channels, generating incredible quantities of data. Through a

combination of custom hardware and software filtering, this data is pared down from many

petabytes per second to terabytes per second [4, 18]. Then, this data can be analyzed fur-

ther at accelerator datacenters before being filtered and analyzed by physicists to determine

the fundamental interactions between particles. Even after the extensive filtering and data

selection process, petabytes of data are generated every year, and must be retained in full

quality to enable further analysis and simulation.

CERN, the European Organization for Nuclear Research, manages these datasets, storing

them in datacenters across the globe to enable fast and reliable data access. This massive

quantity of data is growing faster than ever before, as particle accelerators collect more and

more data. The Large Hadron Collider undergoes a process of Runs and Shutdowns, where

data is collected, and sensors and instruments are upgraded, respectively. Each upgrade

increases the luminosity of the accelerator, a measure of the accelerator’s performance, and

increases the quantity of sensor data generated by the instrument.

Data storage for high energy physics must meet a variety of demands. First, data must be

stored reliably because it is extremely costly to generate collision data. Secondly, this data

must be accessible around the globe for analysis, ideally with low latency access. Finally,

the data must be stored compactly, that is, it should take up as little room as possible in

data centers to reduce data storage costs. As Figure 1.1 demonstrates, the data is stored
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in different formats at the Tier 0, Tier 1, and Tier 2 sites [54]. RAW event data, the

primary archive of accelerator events, are not used for direct analysis, but are stored at Tier

0 and Tier 1 sites to reconstruct particle interactions. RECO (reconstructed data) are large

processed files which contain data about the interactions of the subatomic particles and their

hits. AOD (Analysis Object Data) files are a distilled version of the RECO files and mainly

contain the reconstructed objects and data about their motion. Petabytes of each type of file

are stored in the CERN grid on a mix of tapes and hard drives to provide the best balance

of cost, reliability, and capacity. Storing this data reliably and compactly is an increasingly

important concern as the Large Hadron Collider approaches Run 3, which is predicted to

generate ten times as much data as Run 2 [36].

Figure 1.1: CMS Data Processing Pipeline

The performance of compression algorithms exist in a trade off space, as the algorithms

which provide high compression ratio, the ratio of uncompressed to compressed data size,

generally have very low throughput, the rate that data can be compressed. On the other

hand, the algorithms which can provide high throughput often have much lower compression

ratios. Hence, compression performance is not a generally well-defined term, but instead an

workload specific balance between throughput and compression ratio.
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In recent years, advancements in general purpose data compression have not significantly

increased compression ratio. However, major improvements have been made in increasing

compression throughput on specific hardware platforms [43, 41, 39]. Additionally, compres-

sion for data with known or learned distributions has emerged as one of the best ways to

increase compression ratio beyond generalized approaches [46, 20, 22]. These approaches

rely on domain-specific insights, that is, predictable features of the data which can be ex-

tracted by either human analysis or machine learning techniques. Compression algorithms

are increasingly designed with their target data in mind, as general purpose compression

performs well across the board, but can be greatly improved by organizing and viewing data

in a particular way. Although particle physics data is noisy and utilizes a variety of types,

objects, and formats, even the most basic insights about datatypes and byte level formatting

can be valuable for designing compression approaches.

Columnar data storage, or storage which aligns the fields of an object or table by column,

rather than row, is one of the oldest and most widely used techniques for improving data com-

pression. Columnar storage collocates entries that are most similar to each other, increasing

the similarity between neighboring data. For example, a table that stores Event(date, id,

speed) tuples will be stored with all dates aligned consecutively. Then, a compression algo-

rithm viewing that block of date fields will be able to recognize the underlying similarity in

the bit level date patterns, enabling the algorithm to omit repeated information and save

space. Rearranging data for compression, as columnar storage does, is a well studied ap-

proach in database theory [5] [33]. ROOT, the primary software used for high energy physics

analysis, is based on a columnar storage, and stores object data in a vertical format rather

than a horizontal format.

Most high energy physics data is stored in the same format and with the same compres-

sion, whether it is being used for backup storage or for interactive analysis. However, data

analysis and archival storage are two distinct domains which require fundamentally different

3



Figure 1.2: Current Compression

Figure 1.3: Aggregated Data

compression approaches. The high throughput and low latency requirements of data used

for analysis is at odds with the need to reduce data storage costs with high compression

ratio. This presents a challenge to current data storage techniques, as the standard for-

mat is optimized for performance during interactive analysis. More specifically, this data is

compressed using algorithms and settings which provide high throughput at the expense of

compression ratio, and align data in ways that improve quick reading and writing, but does

not always collocate similar data to improve compression ratio (Figure 1.2). Therefore, we

see that designing a data compression strategy to meet the goals of long term storage has

the capability to greatly improve compression ratio.

We see two main ways in which data compression for high energy physics data storage

can be improved. First, data can be aggregated to allow compression to be done in larger
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Figure 1.4: Aggregated Data with Domain Specific Techniques

blocks, increasing compression ratio (Figure 1.3). Second, domain specific information can

be used in tandem with compression algorithms to better expose patterns to compression

algorithms (Figure 1.4). Domain specific compression and data reformatting has the poten-

tial to dramatically increase compression ratio on high energy physics data. However, these

compression ratio oriented algorithms and techniques have variable benefit based on the un-

derlying data and can be computationally expensive to implement. Furthermore, storage in

a archive-oriented format necessitates additional overhead to recompress or rearrange data.

Hence, we must answer the following questions.

1. Do data specific compression techniques improve compression for collision datasets?

2. What compression algorithms, settings, and data layouts give the best compression on

these datasets?

3. To what extent are these strategies practical, usable, and cost effective for archival

storage?
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1.2 Approach

To answer these questions, we begin by studying the state of the art in data compression. We

explore the effect that algorithmic configurations and settings have on compression ratio and

throughput, and the effectiveness of combining our domain specific techniques with general

purpose algorithms. With that understanding, we can then design, implement, and evaluate

data specific techniques that use the inherent structure of datatypes, as well as knowledge

about data distribution to assist the algorithms in storing data more compactly.

Most data compression algorithms rely on two fundamental insights: previous data pat-

terns are likely to occur again, and repeated bit patterns can be rewritten with a smaller

code or reference. We exploit these insights by utilizing transformations and aggregations

which represent data in a way that increases repetitions and common bit patterns. Many

of these transformations do not actually reduce data size on their own, but when combined

with a compression algorithm can increase compression ratio due to a more easily compressed

distribution of data.

We propose that storing data in a storage focused format, targeted towards providing

better compression ratio, is feasible and would save petabytes of data each year. This format

has a few key features which lead to more compact data storage. First, we aggregate data in

larger blocks to take advantage of larger system memory and allow compression algorithms

to better extract data patterns. This is not possible in an analysis focused format, as the

larger block sizes slow down random reads because entire blocks must be decompressed before

they can be read. Secondly, we utilize higher levels of compression algorithms. These levels

use larger dictionaries and are more resource intensive, but deliver better compression ratio.

Finally, we use a set of focused techniques which use our understanding of the underlying

data to transform it into a more compressible representation. These techniques have high

throughput and are extremely configurable, and therefore can be used in both analysis

focused and storage focused compression.
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To understand the effectiveness of our approach, we look to two of the largest ongoing

experiments at the Large Hadron Collider(LHC): ATLAS (A Toroidal LHC ApparatuS) and

CMS (Compact Muon Solenoid). We use CMS and ATLAS datasets to understand the types

of data stored in high energy physics files and the performance of current data compression

strategies. These representative samples contain thousands of columns and millions of events,

with floating point, integer, boolean, and other structured object data.

1.3 Contributions

The results of our compression analysis demonstrate that better data layout choices, aggre-

gate columnar storage, and the use of zstd, tuned for large window sizes and memory usage

(level≥9), can improve the compression ratio of high energy physics data by more than 15%

over current compression approaches. We find that this benefit is achievable with high (10x

greater), but cost-effective computational load during compression, and equivalent or better

decompression throughput. The specific contributions of this thesis are as follows:

1. We evaluate the performance of 3 of the most used general purpose compression algo-

rithms, Zlib, Snappy, and Zstandard, on high energy physics data, and analyze how

their configurations can be tuned to meet performance goals. We find that increasing

compression levels have diminishing returns for compression ratio, but simply moving

from zlib, level=5 to zstd, level=7 can reduce overall file size by 4% with a 40%

increase in both compression and decompression throughput.

2. We study how techniques such as delta encoding and float splitting, which use knowl-

edge of the underlying data to represent it in a more compressible way, affect compres-

sion throughput and compression ratio. We find that delta encoding and float splitting

can improve compression ratio by 2.5% and 4.7% on integer and floating point data,

respectively, with less than a 2% cost on throughput.
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3. We study how data aggregation across files and pretraining dictionaries can affect

overall compression ratio, and how to best select data for pretraining and aggregation.

We find that these techniques can improve compression throughput by up to 3x for

high compression levels, and increase compression ratio by up to 2%.

4. We design and model five different strategies for reducing the storage requirements

for the ATLAS experiment. We find that relatively simple configuration changes can

save more than 3 petabytes of storage from the current 85 petabytes, and that more

complex strategies can save upwards of 10 petabytes, with only a modest increase in

data center processing required. We estimate the CPU, petabyte, and dollar costs of

the five approaches over the next 15 years using projected data storage requirements

from the ATLAS experiment.

1.4 Outline

The rest of this thesis is organized as follows. In Chapter 2 we present background on current

approaches to high energy physics data storage and compression techniques. In Chapter 3

we characterize the experimental setup and methodology, and describe the techniques that

we evaluate for improved compression on the different types present in the data. Chapter

4 presents our detailed experimental results on 2 different datasets, and provides selected

results on the various techniques we chose to evaluate. In Chapter 5, we design production

compression strategies using our results from Chapter 4 and estimate their impact on the

current and future data storage infrastructure. We discuss related work on data compression

and scientific data storage in Chapter 6. Finally, in Chapter 7, we summarize our results

and provide a discussion of future areas of exploration.
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CHAPTER 2

BACKGROUND

In this chapter, we describe the current storage techniques used for high energy physics data

and discuss how compression algorithms are designed to store data more compactly.

2.1 ROOT Format

ROOT is a scientific toolkit used for data processing, analysis, visualization and storage.

The main framework is written in C++ and has interfaces for interactive usage, scripting, as

well as compiled execution. It is the primary tool for high energy physics data analysis and

is designed to handle the petabytes of data processed during collision experiments. ROOT

provides object storage through a dictionary model with experiments exposing individual

libraries to model and store components of their data.

2.1.1 Tree Model

The base unit of ROOT data storage is a TFile, a type of binary file that stores objects in a

directory style. A TFile can store objects of any type, but the most common organizational

structure stores a set of TTree objects. TTree objects are a collection of TBranch objects

along with metadata. A TBranch is designed to store objects of a class, ranging from integers

to floats to structured objects. Because ROOT is designed for fast I/O, TBranch objects are

stored in a columnar format. That is, each TBranch has its entries stored consecutively on

disk. For example, for an TBranch that stores 1000 objects of a Event(int, float, timestamp)

class, the integer types will all be stored in a consecutive array on disk. This enables fast

reading and writing of a single leaf of a TBranch. and better compression. To enable more

efficient data processing, TBranches are subdivided into TBaskets, which allow compression

and I/O operations to be done in smaller batches that work better with caches, and enable
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smaller chunks to be read from disk quickly.

ROOT has been designed to support native compression on disk. When data is added

or modified, it is added to a buffer of memory space that is periodically written to disk.

When the buffer fills to its capacity, objects are serialized using custom serializers and then

compressed into a TBasket, as shown in Figure 2.1. Then, when data is read back into mem-

ory, decompression and deserialization recreates the original data. As ROOT has developed,

more and more compression algorithms have been added to the library. As of version 6.21.00,

ROOT supports Zlib, LZMA, LZ4, Zstd, as well as a backwards compatible Zip style algo-

rithm. Each algorithm can be configured using a single parameter level, an integer between

1 and 9, which corresponds to the strength of compression, with a tradeoff of throughput

and memory usage. The sizes of TBasket objects depends on user settings, system con-

figurations, and objects sizes, and can be modified and adjusted for various computational

goals. For instance, larger TBasket sizes enable better compression, but at the detriment of

performance if the TBasket size is pulling more data into memory than is necessary for the

analysis.

Figure 2.1: TTree→TBranch→TBasket Structure

Source: https://www-numi.fnal.gov/
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2.2 Data Compression

2.2.1 History

Data compression has been a central focus of media storage and data movement for the past

60 years. With the emergence of digital image and video storage, both lossless and lossy

compression became essential to storing media data cost effectively. Entropy encoders, a

type of compression scheme that operates on any data distribution, were one of the first

compression techniques developed. A variety of compression techniques including arithmetic

coding, range encoding and Huffman coding are forms of entropy encoding. These techniques

can be divided into adaptive strategies, which change with respect to the data being com-

pressed, and static strategies, called universal codes, which operate well on a fixed domain

of data with a known probability distribution. These approaches work well on text, as a

language can be efficiently encoded to shorter representations, as shown in Figure 2.2.

Two of the first modern entropy encoding compression algorithms are Shannon and Fano

codes. Both techniques utilize a probabilistic model to convert source symbols into better

sized prefix free symbols, reducing the size of highly probable sequences [51]. However, nei-

ther algorithm is guaranteed to produce an optimally short code, and therefore are seldom

used in modern compression. Huffman trees, a successor to Shannon-Fano codes, are gener-

ated by a first pass through the data, creating a binary frequency tree, shown in Figure 2.3,

which can then be used to rewrite data with optimally small new bit sequences [32]. This

method differs from Fano’s method by moving from the leaves to the root, rather than the

root to the leaves [27]. This can be shown to be provably optimal if the data distribution

across symbols is uniform and the probability of each symbol is a power of 2, but in typical

data this is often untrue. Other methods of arithmetic coding are much more efficient on

different sized symbols. These techniques use probabilistic distributions to limit the range

of the output data, representing the data in an efficient base rather than a binary tree [57].
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Figure 2.2: Dictionary Coding for English Text

Later compression strategies use combinations of ideas from static and dynamic dictionary

approaches paired with arithmetic coding techniques to rewrite data with prefix-free codes.

In the 1970s, Ziv and Lempel developed a series of compression techniques which today still

form the backbone of many compression algorithms. LZ77 uses a sliding window buffer as

a dictionary to encode future data, allowing repetition to be stored compactly [60]. Each

block is read individually and represented with a dictionary generated by the previous block,

creating a simple model which works quickly. However, when data patterns repeat in longer

intervals than the block size, this approach can perform poorly. LZ78 takes a different

approach to dictionary compression, building up a running dictionary one character at a time.

LZ78 enables longer string matching and larger dictionaries, increasing potential compression

ratio [59]. However, LZ78 is much more resource intensive, and can unnecessarily store items

in a dictionary long after they have appeared in the data.

The most popular successors to LZ77 and LZ78 include Lempel-Ziv-Storer-Szymanski

(LZSS), Lempel–Ziv–Markov (LZMA), and Lempel–Ziv–Welch (LZW), which improve on

the prior work and produce better compression algorithms for certain use cases. Another

more recent approach, Context Tree Weighting (CTW), uses Bayesian modeling to predict

future binary data using an online model. An average of models can then be computed,

giving more weight to simpler predictors in order to arrive at a best model [56]. These

techniques fundamentally rely on the same insight: previous data can be used to predict
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future data, and data can be rewritten to represent common sequences with shorter prefix

free sequences.

Figure 2.3: Example of Huffman Coding Tree

2.2.2 Current State of the Art

Modern compression strategies are often designed with a focus on a particular attribute:

speed, compression ratio, ease of implementation, etc. We give a brief overview of 5 of the

most popular general purpose compression algorithms: zlib, lz4, lzma, brotli, snappy, and

zstd. Figure 2.4 demonstrates a variety of these configurations and their performance on a

Mercurial dataset from the Firefox repository, consisting of a mix of code, text, and image

data. Although this is not representative of a high energy physics dataset, it gives a rough

idea of what performance looks like for these algorithms [52].

1. Zlib is an block based DEFLATE style algorithm, a variant of LZ77, that uses Huffman

coding and was designed to work with PNG image data. This format is shared between

zlib style headers and gzip style headers. Zlib is widely integrated into many operating

systems as the system default compression. Zlib ranges in compression level from 0 to

9, where 0 is no compression and 9 has the highest compression ratio at the expense

of speed [23].
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2. LZ4 is also an LZ77 block based compression algorithm, but provides faster compression

and decompression times than Zlib. LZ4 is used widely in compression oriented file

systems and databases such as Hadoop, ZFS, and SquashFS where high throughput is

crucial. LZ4 ranges in compression level from 0 to 12, where 0 is no compression and

12 increases compression ratio at the expense of speed [2].

3. LZMA also follows the LZ77 algorithm structure, but uses a significantly larger dictio-

nary to take advantage of larger system memory in modern hardware. Additionally,

LZMA implements larger contexts for its encoder model. LZMA is implemented in the

7zip compressed format and in the command line tool xz. LZMA ranges in compres-

sion level from 0 to 9, where 0 is no compression and 9 increases compression ratio on

average at the expense of speed and memory cost [1].

4. Brotli is a streaming data compression algorithm which combines LZ77, Huffman cod-

ing, and context modeling. Brotli uses built in dictionaries which require offline storage

to encode common strings, phrases, and byte sequences. Brotli limits window sizes to

allow for device compatibility, and is widely supported by internet browsers and con-

tent distribution networks. Brotli ranges in compression level from 0 to 11, where 0 is

no compression and 11 increases compression ratio on average at the expense of speed

and memory cost [6].

5. Snappy is a block based compression algorithm designed for reasonable compression at

very high speeds. Snappy runs significantly faster than zlib and is widely used in time

critical database systems such as MongoDB and BigTable. Snappy is byte oriented

and uses a fixed length dictionary, but does not use arithmetic coding. Snappy has

only one level of compression but provides both block based and streaming protocols

[29].

6. Zstandard, or zstd, is a block based compression algorithm that uses larger dictionaries
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and minimum block size of 256 KB to make use of larger system memory. Zstd uses a

LZ77 based dictionary along with Huffman coding and entropy coding through Finite

State Entropy to achieve high compression ratio. Zstd is tuned by a compression level

which can be adjusted between 0 and 22 for compression ratio and speed/memory

usage tradeoffs. Zstd also introduced the capability to pretrain dictionaries, enabling

better compression performance on small files [19].

Figure 2.4: Comparison of Common Compression Algorithms

Image courtesy of [52]

2.2.3 Lossless vs. Lossy Compression

Although the default ROOT algorithms only support lossless compression options, one possi-

ble compression choice is to trade perfect reconstruction of data for an increase in compression

performance. One strategy for implementing such lossy compression is to understand which
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portions of a dataset are not important and can be removed with minimal to no cost to the

end results. For example, lossy floating point libraries often round values or truncate values

to decrease the data size. This approach can be extremely effective in some scenarios, when

future computations do not rely on the precision of the data. There are two main types

of lossy coding: predictive coding and transform coding. Predictive coding uses a model

that takes in previously decoded data to predict what the next byte or chunk of data will

be, allowing only a correction to be stored. Transform coding projects the feature space of

the underlying data to a lower dimensional space where data can then be quantized and be

stored in reference to this new lower dimensional space.

Many formats for media storage utilize lossy compression to deliver incredibly small

storage sizes at nearly indistinguishable appearance to a human eye. The JPEG format, a

popular image format, rounds the precision of pixel data to effectively smooth the overall

image. When the underlying data is understood well, these compression choices can be

designed to fit the data by hand or through machine learning. However, when the data must

be maintained exactly, lossy compression is not a feasible option as the reconstructed data

will differ from the original data. Collision datasets require high data fidelity for proper

analysis, and the cost to regenerate data is extremely high. Hence, in our analysis, we did

not consider the use of a lossy compression algorithm as it would not be a practical solution

for the vast majority of high energy physics data.

2.3 High Energy Physics Data Storage

2.3.1 Storage Requirements

The CERN compute network utilizes over 230,000 cores and more than 92,000 disks which

have a total capacity of more than 280 petabytes of data. Additionally, about 32,000 tape

cartridges are used to supplement storage capacity by an additional 400 petabytes. This
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Medium Price per
GB

Lifetime
(years)

Write
Error
Rate

Read
Speed
(MB/s)

Write
Speed
(MB/s)

Seek
Time

Capacity per
Unit

SSD $0.15 5 10−17 2500 600 50µs 2TB

HDD $0.03 3 10−15 200 200 10 ms 12TB

Tape $0.01 10+ 10−19 100 100 80s 15TB

Table 2.1: Comparison of Commercial Storage Media Products
[49] [12]

space is configured to store redundant copies of data, so the total data being stored is less

than the total capacity 680 petabytes. The datacenters that host these storage racks and

tapes are extremely costly to run, requiring electricity to power the devices when reading

and writing, and energy to cool the buildings. More than 1.4 megawatts are used per year to

cool the CERN datacenters. Each year, the amount of data generated and stored increases,

so storage and energy costs are consequently increasing. In 2018, over 115 petabytes of data

were added to permanent storage [16].

Figure 2.5: Increase in HEP Data Storage over Time

Source: https://cerncourier.com/
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Both compute and storage scalability present challenges to the accelerating rate of data

production for high energy physics research. As Figure 2.5 shows, data storage require-

ments have been steadily increasing over the past 10 years. Future projections by the HEP

Software Foundation show data storage requirements surpassing current budget projections

significantly in the coming years [7]. Figure 2.6 projects the storage requirements for the

ATLAS experiment as it scales up for Runs 3 and 4 in the next 10 years. The model shows

data storage requirements quickly outpacing budget constraints, necessitating both cheaper

and more compressed storage.

Figure 2.6: Projected HEP Data Storage Usage and Cost

Source: CERN Twiki - AtlasPublic Computing and Software

2.3.2 Current Storage Techniques

High energy physics data is almost exclusively stored in the ROOT format, composed of

TTrees and TBranches. These files traditionally were stored in CERN Advanced Storage

(CASTOR), but most data is being transitioned to EOS, where data is stored on hard

disks. This storage is primarily used for remote analysis and fast processing, and has very

low latency compared to CASTOR, which uses a combination of hard disks and tape [24].
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Users connect to the servers using the xrootd protocol, a distributed infrastructure which

provides resiliency across geographically distributed datacenters. xrootd enables users to

access files with high reliability without knowing exactly where an individual file is located.

This protocol is mainly utilized for read only jobs, and provides very fast and simple file

access.

RECO and AOD ROOT files are typically stored in a compressed format, usually with

the algorithm Zlib [50]. This is a basket level compression, and data is decompressed as

needed when reading or running analysis. According to CERN, the LHC Tier 0 computing

grid runs around 1 million jobs per day, transmitting data at speeds up to 10 gigabytes per

second. Because of the massive scale that these storage clusters operate at, even at peak

transmission rate, only a small fraction of the total CERN data storage is being accessed in

any given day. We see that a one size fits all approach for data compression and storage is

not optimal for providing the best performance in a variety of circumstances.
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CHAPTER 3

EXPERIMENTS

In this chapter, we discuss the types of data found within CMS and ATLAS ROOT files, and

provide an overview of techniques used to compress data. We also describe the experimental

setup and characterize the datasets used for evaluation.

3.1 Dataset Selection

For our analysis, we use a combination of experimental and Monte Carlo simulated data

from the ATLAS and CMS experiments. This data is representative of the data stored in the

CERN grid, so we can use it to validate our compression approaches and project performance

across the entire CERN storage network. These datasets have experiment specific objects

and types which makes software versioning tricky as the latest software releases for the

experiments do not always support the newest versions of ROOT.

3.1.1 CMS Higgs Boson Datasets

We use a selection of data from CMS entitled “Higgs-to-four-lepton analysis example using

2011-2012 data” to provide a representative sample of AOD files[34]. CMS is one of the

largest experiments run at the LHC in the past 10 years, and many petabytes of data from

it are stored in the CERN grid. This dataset represents the largest and best public example

of the data stored for the CMS experiment. The released dataset contains a reproducible

example of the Higgs-to-four-lepton decay channel that contributed to the Higgs boson ex-

perimental discovery in 2012. It represents a combination of Monte Carlo simulations and

legacy data that was used in practice for many CMS publications. The dataset and accom-

panying paper have been cited more than 10,000 times in the past 8 years. Because of CERN

data release regulations, this data only comprises approximately 50% of the total data used
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in the analysis but still provides statistically significant data to reconstitute the result and

is the most complete and representative CMS dataset available for public use.

The CMS dataset contains 21 different subdatasets that that range in size from 100

gigabytes to 11 terabytes, and are divided into between 15 and 10000 files. These files are in

the ROOT format and contain validated runs. Each ROOT file contains a selection of TTree

objects, named Events, LuminosityBlocks, MetaData, ParameterSets, Parentage, Runs. The

vast majority of data is stored in the Events Tree, which contains 98% of the total data

size. These Event Trees contain between four and five thousand branches and subbranches

of various types and sizes.

Filename Trees Total
Branches

Total Size
(MB)

00A0AA1B 7 4798 61
02E4E236 7 4798 194
0AEADC9B 7 5060 3770
0C7108A5 7 4798 2400
0E74BA28 7 4767 2696
16EF3E2F 7 5060 3842
1C129990 7 4767 4004
265CDD9C 7 4792 2928
28FE3EB7 7 4798 2738
2CD32440 7 5060 3817
2E598EF0 7 5060 3709
3042A96D 7 4792 4062
322EB608 7 4798 2236
3CFA06BB 7 4767 3802
3E24CF15 7 4798 3642

Filename Trees Total
Branches

Total Size
(MB)

48445042 7 5091 2151
4A314A97 7 4767 2520
4C849F63 7 4798 2554
4E351466 7 4798 2819
62A338BF 7 4792 4068
740100D4 7 5060 3717
746ECCD4 7 4798 3281
801EAD1E 7 5060 3894
B0167B1E 7 5091 2124
B627133A 7 4792 3920
B8BF192D 7 4798 68
C8BDE2B2 7 4767 3716
CACA7DE4 7 4798 91
F852E7F0 7 4798 89
FC9DC0F7 7 4798 69

Table 3.1: CMS Test Files

It was computationally infeasible for us to evaluate the compression techniques on every

file in the 70 TB dataset. However, because each file contains statistically similar data, and

is stored in the same fashion, sampling a set of data randomly gives representative data

for the entire collection. We randomly sampled 30 files comprising 78 GB from the entire

collection of 48,000 files (70 TB). These file range in size from 61 megabytes to 4 gigabytes.
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We show a summary of the CMS files used for our analysis in Table 3.1.

3.1.2 ATLAS Experimental Datasets

We also use a sample of ATLAS data used in experimental workloads to evaluate our com-

pression approaches. The dataset consists of 3 different parts. First, there is a set of DAOD

(Derived AOD) of real experimental data generated at CERN. Second, there is a set of Monte

Carlo simulated DAOD data. These two collections are representative of the approximately

80PB of DAOD data stored by the ATLAS experiment in CERN datacenters. Finally, there

is a set of plain ROOT ntuple files that represent typical end user’s analysis data. Taken

together, these files are representative of the data present in the ATLAS data storage sys-

tem and can provide a good idea of what our compression approaches on the entire ATLAS

storage system would provide.

The ROOT files range in size from 250 MB to 16 GB, and store between 15 and 100 TTree

objects, along with other metadata and histograms. The trees have up to 1000 branches each.

This 85 GB selection is a small representative sample of ATLAS AOD files and provides a

good idea of how compression techniques would preform on larger sets of ATLAS data. We

show a summary of the ATLAS files used for our analysis in Table 3.2. We obtain the

samples from the University of Chicago Enrico Fermi Institute’s Tier 2 grid.
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Filename Trees Total
Branches

Total Size
(MB)

3.05630052.01 10 1198 1787
3.05630052.01 10 1198 1787
3.05630052.01 10 1198 1787
3.05630052.01 10 1198 1787
3.05630052.01 10 1198 1787
3.05630052.01 10 1198 1787
3.05630052.01 10 1198 1787
3.05630052.02 10 1198 1613
3.05630052.02 10 1198 1613
3.05630052.02 10 1198 1613
3.05630052.03 10 1198 5375
3.05630052.03 10 1198 5375
3.05630052.03 10 1198 5375
3.05630052.04 10 1198 5377
3.05630052.05 10 1198 5369
3.05630052.06 10 1198 5368
3.05630052.07 10 1198 5365
3.05630052.08 10 1198 5373
7.16395000.01 10 1110 348
7.16395000.02 10 1110 343
7.16395000.03 10 1110 307
7.16395000.04 10 1110 287
7.16395000.05 10 1110 323
7.16395000.06 10 1110 307
7.16395000.07 10 1110 301
7.16395000.08 10 1110 266
7.16395000.09 10 1110 285
7.16395000.10 10 1110 279

Filename Trees Total
Branches

Total Size
(MB)

7.16395000.11 10 1110 1738
7.16395000.12 10 1110 1695
7.16395000.13 10 1110 1692
7.16395000.14 10 1110 1754
7.16395000.15 10 1110 1707
7.16395000.16 10 1110 1691
7.16395000.17 10 1110 1750
7.16395000.18 10 1110 1778
7.16395000.19 10 1110 1635
7.16395000.20 10 1110 1676
7.16395000.21 10 1110 1661
7.16395000.22 10 1110 1712
7.16395000.23 10 1110 1697
7.16395000.24 10 1110 1746
7.16395000.25 10 1110 1691
7.16395000.26 10 1110 1673
7.16395000.27 10 1110 1700
7.16395000.28 10 1110 1666
7.16395000.29 10 1110 1737
7.16395000.30 10 1110 1738
7.16395000.31 10 1110 1629
7.16395000.32 10 1110 1713
7.16395000.33 10 1110 995
u.f.18935005.01 101 44157 4072
u.f.18935005.02 101 44157 390
u.f.18935006.01 101 44157 3561
u.f.18935006.02 101 44157 376
u.f.18935006.04 101 44157 895

Table 3.2: ATLAS Test Files
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3.2 Primitive Types

Primitive types are the basic underlying data types provided by C++. ROOT and the

libraries that run on top of ROOT for analysis support these types, and build up more

complex objects and structures by composing them in various ways. C++ supports int,

char, float, and double types. We also consider unsigned versions of int datatypes.

Other primitive types are derived from these 4, as boolean types are simply 1 byte integers

restricted to 0 and 1, and int and uint types can be represented with 16, 32, or 64 bits.

Every type can be extended into an array of that value, where the data of the same is simply

stored consecutively for a given length in memory. We focus on the int, float, double,

and boolean types as they comprise the majority of high energy physics data, and therefore

present the greatest opportunities to increase overall compression. ROOT maintains a set

of machine independent types, so these types will always be the expected size. The CMS

and ATLAS libraries heavily utilize large structured objects to store data, but many of

these objects are simply a collection of primitive datatypes and can be stored as such. Our

approach to data compression for these types can be extended to any object, but we focus on

primitive types in this study. Even though each of these types appears as a un-typed string

of bits to a compression algorithm, with the knowledge of the underlying data type, we can

use information about data distribution to better represent the data for compression.

We view all structured object data as a collection of individual primitive types. If a

structure is of the form Event(int, float, boolean), we compress the int, float and boolean

pieces separately, even if ROOT compresses the Event object directly. This is an application

of columnar storage, as shown in Figure 3.1. This approach collocates similar data, enabling

compression algorithms to better recognize data patterns with a smaller window. Further-

more, we flatten all arrays and higher dimensional structures. For n-dimensional arrays, only

the size of the dimensions are necessary to reconstruct the full structured data, so we can

just store a small number of additional integer values. However, for arrays with irregular
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Figure 3.1: Columnar vs Row Storage

structure, we need to store more information to reconstruct the “shape” of the data.

High energy physics uses jagged arrays (arrays whose elements are differently sized sub-

arrays) to store variable length data [42]. These jagged arrays allow variable length data

to be stored in a compact fashion as each subarray only has to be as large as the data it

needs to fit inside of it. When written to disk, this data must be stored with some metadata

to determine where each subarray begins and ends. One method for storing this data is

through an offset column, which is a secondary integer column that stores the length of each

subarray. This creates storage overhead for one column, as an integer offset column with

length equal to the number of subarrays must be stored. However, in many cases, multiple

jagged arrays are indexed by the same offset column, so only one copy needs to be stored.

ROOT files store the offset column in its own branch, and it is the only data necessary to

reconstruct the jagged array. Figure 3.2 demonstrates this layout, as the branch on disk is

stored as 10 consecutive integers, but when analyzed can be viewed as having 4 elements,

each of which is an integer array of length between 1 and 4.
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We consider approaches that utilize the inherent structure of the jagged array to rearrange

data for compression. For example, in Figure 3.2, we attempt to compress the data as it

traditionally resides on disk and in a column based orientation. In the traditional storage of

jagged arrays, data is not aligned by column, but by row. If the element in the first position

of each array stores a height, and the second position stores a speed value, the elements in

the first index position are much more likely to have bit level similarity, and so would be

compressed better by an approach that arranges the data by index.

Figure 3.2: Jagged Array

(a) CMS Data (b) ATLAS Data

Figure 3.3: Size of Uncompressed and Compressed Data by Datatype
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3.3 Metadata and Structured Objects

To enable fast summary statistics and quick analysis, ROOT stores metadata per TFile,

TTree, and TBranch as well as with many smaller objects. This metadata consists of the

type of the object, the size and shape of the object, compression algorithm, compression

configuration, basket sizes, as well as some summary statistics for the branch. Across the

CMS and ATLAS files, this metadata adds an additional 1-5% of storage space to a TBranch,

but the size of the metadata can vary significantly based on the object type and settings.

ROOT also enables users to store additional metadata as TObjects attached to any

branch or tree, allowing a user to cache important data needed for analysis, or structure

needed to plot objects. The amount of metadata stored with an object ranges from file to

file, and from branch to branch. ROOT metadata can be compressed with the branches and

trees, and is decompressed and deserialized when a file is read using ROOT. ROOT metadata

is structured, but its variability makes it difficult to create specific compression approaches

beyond applying a general purpose compression algorithm. As shown in Figure 3.3, for CMS

and ATLAS ROOT files, metadata and other structured objects make up more than 30% of

the uncompressed data. However, this data has irregular structure and therefore provides

few opportunities to use underlying data structure to improve compression. Hence, we focus

mainly on the integer and floating point datatypes, which make up more than 50% of the

compressed representation.

3.4 Data Aggregation

From our analysis of compression algorithms, we see that algorithms use similarity within a

block, or across two consecutive blocks, to rewrite data in a more compact representation.

The more data we provide in a block, therefore, the better the algorithm can extract similar

data patterns. Hence, we expect that larger branches, which can fill up a block-based
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compression algorithm’s window, and provide good history for pattern matching, would

lead to better compression performance. As Figure 3.4 demonstrates, we see that larger

branches have higher compression ratios. Data aggregation is a potential way of increasing

the compressibility of smaller data columns. Our approach takes this insight into account in

two ways.

First, we compress branches, not baskets, allowing the compression algorithm to view the

entire branch at once. Higher levels of zstd and zlib compression can have window sizes of

more than 256 MB, whereas the basket sizes used in the CMS and ATLAS files range from

16 KB to 1 MB. By aggregating the data prior to compression, we give the compression

algorithm the best view of the data.

Second, we also evaluate aggregating all branches of a given name across the ROOT files

of an experiment. We look through all 30 of the CMS files and combine identically named

branches to increase the base size of each branch file by up to 30x. Although the data stored

in each file varies slightly, the vast majority of branches are found in each file. We find 5,790

individual branch names across the 30 files, and see that each individual file stores between

82 and 90% of these branches.

Because many of the branches are smaller than 256KB individually, if we can aggregate

30 branches that store the same data, we can fill the algorithm’s compression window and

get the full benefit of the compression window size. This approach will provide the most

benefit when the aggregated files have a significant degree of similarity between them. In

our experiments, we sample a set of CMS files, so the event and time based similarity may

be lower than if the files were consecutively recorded. In a large scale implementation, data

would be aggregated with files that were recorded before and after it, and could have a higher

degree of similarity across branches of the same name.
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Figure 3.4: Ratio of Compression Ratio to Branch Size (ATLAS+CMS)

3.5 Compression Techniques for Known Datatypes

3.5.1 Delta Encoding

Delta encoding, also known as data differencing, is a technique used to store the delta, or

change, between sequential objects. In the context of compression, delta encoding can sim-

plify the bit representation of a series of objects, leading to better compression. For example,

on an integer sequence, we can delta encode and take the difference between sequential val-

ues, as shown in Figure 3.5. While this does not directly reduce the size of the data, it
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Figure 3.5: Delta Encoding

Type Original 1st Delta 2nd Delta 3rd Delta
Int 6.31 8.42 7.47 7.07

UInt 11.72 10.19 9.73 9.46
Float 2.14 1.68 1.69 1.66

Table 3.3: Compression Ratio of Delta Differencing Approaches

can increase the repetition within the data, which compression algorithms can more readily

compress. This process can be done in one pass, and is very efficient. For example, a linear

sequence of integers, which has very little bit level similarity, can be delta encoded to a start

value, and then a series of steps, all of which have the same bit level pattern. To reconstruct

the original series, we just need a second linear pass to sum the delta encoded stream up to

each index. We define a second level delta passes as a delta pass on the output of the first

delta pass. Higher levels are defined similarly.

We evaluated this technique on all primitive datatypes, but found that it provides minimal

to no benefit to floating point and unsigned integer values. Floating point values are encoded

differently than integers, and we find that subtractive differencing is not effective and can

cause data loss due to floating point imprecision. Boolean values will simply be flipped by

a delta pass, so this approach provides no benefit. Unsigned values provided an interesting

challenge, as they cannot be directly delta encoded due to sign issues, as a negative difference

cannot be stored in an unsigned integer. However, we can either interpret the underlying

bits as a signed integer, or set an implied highest order bit for subtraction to allow the data

to be stored correctly. For completeness, we considered other bitwise operations such as

exclusive or, and multiple levels of difference in a preliminary study on a sample of ATLAS

data. We show the results in Table 3.3, and see that the first difference for integer data is

the only type of delta pass that shows improvement.
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3.5.2 Float Splitting

The IEEE floating point specification, as presented in Figure 3.6, uses a sign, exponent, and

fraction to represent floating point values. Unlike with integers, floating point values that

are close together by the standard distance metric can have a large Hamming distance when

viewed as bitstrings. This presents a challenge for data compression, as regular bit level

patterns are what enables good compression. Signle precision floating point values have 1

sign bit, 8 exponent bits, and 23 fraction bits. For floats that are close together in value,

the exponent and sign will often be similar, but the fraction can be very different. We

reorganize the data to align the sign with the fraction and store them together in a array of

24 bit values, and store the exponent in an 8 bit array of values. Then these arrays can be

compressed separately, potentially enabling better compression.

For 64-bit double values, this reorganization is not as simple, as the data does not seam-

lessly pack into byte-sized values. We evaluate adding an additional 4 bits of padding to

the combined 52 bits of fraction and sign to make it 56 bits = 7 bytes, and adding 4 bits

to the exponent to make it 16 bits = 2 bytes. This padding allows CPUs to operate more

efficiently as bit level operations cannot be done on standard architectures. Hence, working

with non-byte aligned values would require multiple read/write cycles per value. We also

evaluate the splitting pattern without the padding for completeness. This technique, like

delta encoding, provides no direct benefit to storage size on its own, but paired with a com-

pression algorithm, can improve compression ratio. We also consider delta encoding style

techniques for the split floating point values, using exclusive or, first difference, and other

bitwise operations.
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Figure 3.6: IEEE Single and Double Precision Floating Point Specifications

3.6 Methodology

3.6.1 Extracting Data

ROOT is designed for enabling complex data analysis and plotting, but is not optimized for

data export. Newer versions of ROOT support DataFrames and more data compatibility

with other formats such as Apache Parquet, but are not fully compatible with the CMS

and ATLAS software. Additionally, because most ROOT workloads involve using a specific

file with a known structure, automating extraction or analysis with ROOT is quite compli-

cated. Objects can be stored with unknown padding, alignment, and serialization, making

extraction a challenge.

We use the Python package uproot to extract most of the primitive datatypes. This

package allows users to access ROOT files both in an interactive and scripted fashion. How-

ever, uproot does not support most of the non-standard objects used by CMS and ATLAS,

so only primitive datatypes can be extracted using this method. We iterate through the

trees, and types of branches, and flatten arrays to export all primitive datatypes into a

numpy format, which can then be written to a file as the uncompressed branch. We also

track the metadata, and the size of the metadata associated with each branch to ensure we

can reconstruct the file in full. Even though it cannot handle all objects, uproot is signif-

icantly faster than using ROOT macros to extract data, so we use the two approaches in

tandem.
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We then use ROOT to extract all branches with structured format not readable by

uproot. This only represents a portion of the remaining branches, as we do not extract

many of the table, vector, and variable length types. We attempted to extract these types,

but found that the individual storage structure of the objects in each file were nonstandard,

and made it difficult to ensure that all data was being correctly extracted. We loop through

the branch, copying the disk representation of each uncompressed object to a buffer, and

then writing the buffer to disk at the end of the branch. We store the data from each branch

in little-endian format in an individual file, and track the native ROOT compressed size,

uncompressed size, metadata size, and other compression related metadata.

3.6.2 Experimental Setup

We evaluate the compression performance on a server running Scientific Linux 7.8. We

evaluate with a 2.8 GHz 8-core Intel Xeon E5440 processor. The server has 16 GB of RAM,

and 32 KB of L1 cache. The versions of all software packages used are shown in Table

3.4. All of these versions are configurations from an up to date ATLAS Tier2 server at the

University of Chicago. For the experiments contained in Chapter 5, we evaluate using a

2-core Intel i5 processor to allow us to test using ROOT 6.21.00. We do not compare across

the two platforms.

We use C++ to run compression tests on the extracted files, using the C++ APIs pro-

vided by zlib, snappy, and zstd to compress each file. We use single threaded versions

of each compression algorithm, and compress and decompress with default settings unless

otherwise indicated.
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Experiment Package Version

CMS
CMSSW 6.2

ROOT 5.34.97

ATLAS
ROOT 6.04.16

AnalysisBase 2.5.1

Shared

xrootd 4.11.1
Python 3.6.8
numpy 1.18.1
uproot 3.11.3
snappy 1.1.18

zlib 1.12.11
zstd 1.4.5

Table 3.4: Software Versions Used

3.7 Data Compression Strategy Implementation

3.7.1 Compression Algorithms

We select the zstd, zlib, and snappy algorithms for evaluation. zstd is a modern, highly

configurable compression algorithm designed to make use of larger system memories and

faster clock rates. zlib is the standard used in most high energy physics ROOT files, and

is a general purpose algorithm designed for performance in a variety of situations. We also

evaluate snappy, a throughput focused algorithm which does not use arithmetic coding to

improve speed.

3.7.2 Configurable Parameters

We evaluate the compression algorithms settings, considering both the compression level

and window size for zlib. We run snappy in default block mode, and zlib at levels 1, 5,

and 9. Higher levels for zlib and zstd use more memory and computation to store larger

dictionaries, often leading to better compression ratios. We vary the block size parameter

for zlib between 8, 12, and 15, which sets the block size to 256, 4096, and 32768 bytes. In

preliminary evaluations, we experimented with the many configurations of zstd, but found
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that the best way to achieve good performance was through the auto-configured levels, which

has preset configurations for parameters like window size, memory usage, and dictionary

styles.

3.7.3 Compression Performance Evaluation

Metrics for Compression

• Compression Ratio: Uncompressed Size
Compressed Size , reflects how compressed data is from the origi-

nal.

• Compression Throughput: Uncompressed Size
Time to Compress , shows single core throughput.

• Decompression Throughput: Uncompressed Size
Time to Decompress , shows single core throughput.

We clarify that when we report a compression ratio for multiple files, we compute the total

compression ratio by taking the total size of uncompressed data and dividing it by the total

size of all data after compression. We choose this metric as our data samples are representa-

tive, so their relative sizes are important. Therefore, a geometric mean or arithmetic mean

would represent a skewed metric.

We find that conveying improvements in compression ratio can be abstruse, so we clarify

our meaning here and use only this meaning in the rest of the thesis.

• If we start with a 30 GB file and compression Approach A has a compression ratio

of 2, and compression Approach B has a compression ratio of 3, we say “compression

Approach B produces a 50% improvement in compression ratio”. We also could discuss

the reduction in data size, and would say “Approach B leads to a 33% reduction in

resulting data size as compared to compression Approach A”.

One challenge presented by tracking resource utilization for compression algorithms is re-

source management by the operating system. Setting an algorithm to run at high compres-

sion levels can enable the use of dictionary sizes beyond the available RAM, in which case
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the dictionary size would be artificially restricted by the system resource constraints. The

server used for evaluation only has 16 GB of RAM, so the results presented in the next

section are a conservative estimate of compression results and represent a lower bound for

scenarios where more than 16 GB of RAM are available during compression.

We do not measure the RAM usage of the compression platforms, but use the built

in memory estimators to compute the total memory for levels 9 and below and find that

memory consumption does not exceed 0.75GB. This clearly fits within the memory baseline

of 2GB per core for CERN clients. However, zstd has a flexible memory policy on levels

19 and above, and so we cannot provide exact memory numbers for these levels. We note

that compression and decompression with levels greater than 19 would only be done on

data center servers in a large scale implementation. To mitigate the interference of multiple

processes fighting for RAM and causing performance degradation, we compress using only

one process at a time, but on a server with greater resources, each core could process in

parallel.

3.7.4 Implementation of Delta and Float Splitting

We use a single pass over the data to implement the delta encoding pass in place. Because

splitting floating point values requires the creation of two different sized arrays, it cannot

be done in place, but is still done in one pass. We allocate two arrays: one for the sign and

mantissa components, and one for the exponent components. Then, we use bit manipulation

to extract each portion of the floating point value and aggregate them into each array. These

techniques only require simple arithmetic and bit operations, can be implemented in fewer

than 10 lines of C code, and can be done in a single streaming pass. We can also compose

multiple techniques within the same linear pass. This passes could be integrated into ROOT

or other software packages with low engineering and performance costs.
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3.7.5 Pretrained Dictionary Compression

Most modern compression algorithms utilize a combination of dynamic and adaptive dic-

tionaries to achieve good compression performance. However, this performance degrades

when proper context cannot be achieved due to small files. Although aggregating baskets to

compress an entire branch at once mitigates this challenge to some extent, many complete

branches are still much smaller than zstd’s buffer of 256 KB. zstd includes an option to

pretrain a dictionary for improved compression on small files. Because the branches often

have similar distribution across the different files in a dataset, we hypothesize that pretrain-

ing the algorithm on the branches in one file will aid compression performance when used

on other files.

It would be cost prohibitive to create a trained dictionary per branch, so we aggregate

all files of a given type and create a single, shared dictionary. Hence, we have a pretrained

dictionary for each size of every primitive type, and then dictionaries for other commonly used

types. This adds the cost of generating and storing the dictionary, but we keep the dictionary

size capped at the default 110KB. Dictionary size represents a negligible percentage of the

total stored data, so we can still increase the compression ratio. We evaluate this trained

dictionary on the files it was trained on, as well as other files from the same experiment not

used for training to get cross validation of our technique.

3.7.6 File Aggregation

To implement aggregation across files, we simply combine branches of the same name into

an aggregate branch which stores the data from all files. Then we run the exact same

compression workloads, compressing as if the data was from one large file. We find that

some of the larger branches (>100 MB) present a challenge to compress when aggregated

across 30 or more files, so we set a threshold to cap the size of each aggregate file at 500

MB. If the aggregate data would be larger than 500 MB, we create multiple aggregate files.
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Files larger than 500MB require more than the available RAM to compress at high levels of

zstd. This group of files is quite small (fewer than 0.1%), and already would fill windows for

compression, so we find that aggregating them would provide minimal benefit to compression

ratio.
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CHAPTER 4

EVALUATION

We evaluate the compression approaches discussed in Chapter 3 to understand how they

perform on high energy physics data, both in terms of compression ratio and compression

throughput. We also characterize the decompression performance for these algorithms and

techniques. Most analysis workloads are read heavy, so the decompression throughput affects

the total run time of an analysis workload. Compression can be done when resources are

available, as it is not required to access the data, only to reduce the data size.

4.1 Compression Ratio

We begin our analysis by looking at how the various algorithms, configurations, and addi-

tional passes affect the compression ratio of the data, which we defined in Section 3.7.3.

4.1.1 Algorithm Comparison

We evaluate the algorithms zstd, zlib, and snappy to compare their compression perfor-

mance to the zlib compression used currently by the CMS and ATLAS datasets. Both

experiments have their default compression set to zlib with level set to either 1, 5 or 7. In

Figure 4.1, we present the compression ratio for each algorithm on extracted branch level

data. We display all compression ratios relative to the total size of all branches, along with

their branch level metadata as “Root Native”. “Root Comp” (Root default compression)

represents the ratio of all branches and their branch level metadata as the branches are

currently compressed in a ROOT file.

In Figure 4.1, and in all other diagrams, the first number after an algorithm represents

the level at which the algorithm was run, and a second number, separated by an underscore,

represents the compression window setting. If no second number is denoted, the default
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(a) CMS Data (Table 3.1) (b) ATLAS Data (Table 3.2)

Figure 4.1: Compression Ratio Across Algorithms

window setting is used. The compression ratio is computed by taking the sum of the total

uncompressed size of all data extracted from the ROOT files, and then dividing by the total

size of the compressed data as described in the metrics section of Chapter 3. As described

in Chapter 3, this figure does not include the file level metadata, or other types we did not

evaluate. A full evaluation of the overall effect on the resulting file size is presented later in

the chapter. We obeserve that zstd with level 9 and 22, and zlib with level 5 and 9, can

outperform the compression done within a ROOT file.

We find that the performance of the algorithms is relatively constant across the ATLAS

and CMS datasets, but the CMS data appears to be better compressed as the compression

ratios are 10-15% higher for every evaluated algorithmic configuration. Additionally, zstd

with level=22 provides the best compression ratio across the board. We elide snappy from

most other results after this point as it fails to be competitive with the currently used

compression, and therefore represents a poor candidate for improving data storage.

In Figure 4.2 we present a more thorough look at how window size affects compression

ratio performance. We consider zlib with 3 different settings for level and 3 settings for

window size, ranging from the smallest to largest window sizes. With a window size set to 8,
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(a) CMS Data (Table 3.1) (b) ATLAS Data (Table 3.2)

Figure 4.2: Compression Ratio Across Zlib Configurations

zlib is only able to look at 256 bytes, leading to relatively poor results. With a window size

of 15, zlib can look at 32KB when compressing and achieve significantly larger compression

ratios. Interestingly, window settings can have a larger effect than the compression level as

zlib with a large window at level=1 outperforms zlib with a small window and level=5

or level=9. Therefore, we conclude that one of the most important preconditions for good

compression ratio is a large window for the compression algorithm. However, this requires

data to be stored in larger blocks, and also requires more memory to store larger dictionaries

during compression.

4.1.2 Benefit of Delta Encoding

We consider the effect of delta encoding on the size of the compressed data. As described in

Chapter 3, we perform a delta compression pass on integer data prior to compressing using

the compression algorithms. We present the results of these passes for both the CMS and

ATLAS experiments. We find that if used for all integer branches, delta encoding reduces

overall compression ratio. However, if we create an oracle model where delta compression

is only done for a branch if it provides a benefit, using delta encoding can produce a 3%
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(a) CMS Data (Table 3.1) (b) ATLAS Data (Table 3.2)

Figure 4.3: Compression Ratio With and Without Delta Encoding Pass (Integer Data)

improvement in compression ratio over unmodified compression. This benefit may seem

slight, but when applied to terabytes of integer data, this represents a significant reduction

in data size. The oracle model of best choice does create additional computational overhead,

as both options must be tested. However, the branches where delta compression provides a

benefit are similar across files, and therefore could have their names stored to automatically

trigger delta encoding. These branches seem to have regular strided patterns that get turned

into a stream of constant or near constant values when delta encoded, providing repetition

for the compression algorithm pass.

4.1.3 Benefit of Float Splitting

We also consider the effect of splitting floating point values into exponent and mantissa+sign

on compression ratio. As described in Chapter 3, we perform a float-splitting pass on floating

point data prior to compressing using the compression algorithms. We present the results

of these passes for both the CMS and ATLAS experiments. In this case, we see that float

splitting provides a benefit across the different algorithms and configurations, as shown in

Figure 4.3. For zstd with level=9, splitting floating point values and compressing them
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separately increases compression ratio from 3.04 to 3.11, an 2.3% improvement over unmod-

ified compression. Comparing between the ATLAS and CMS datasets, we observe that the

floating point values from the ATLAS data have lower compression ratio. The ATLAS data

contains a significantly higher proportion of double prevision floating point values, which do

not benefit from the float splitting, and therefore across the floating point values the results

are less significant. Although this may simply be due to greater entropy in the double preci-

sion floating point values, we conjecture that this is due to the padding that must be added

to split floating point values, as described in Chapter 3.

Additionally, we find that increasing compression level does not have as significant an

effect on the floating point data size for the ATLAS experiment data, with compression

ratio only improving by 2% when changing from zstd with level=1 to zstd with level=22.

This differs significantly from the CMS data where compression ratio improves by 11%

when changing from zstd with level=1 to zstd with level=22, almost 10 times more than

the ATLAS data. Although it might be that the ATLAS data contains a greater amount of

entropy and is therefore just more difficult to compress, we attribute some of the discrepancy

to the organization of the branches, as the ATLAS floating point branches are on average

smaller. Higher algorithmic levels for compression benefit mainly from larger window sizes,

so if files are small, the benefit from larger windows is nonexistent.

In similar fashion to the delta encoding experiment, we observe that if we create an oracle

model where the best choice is made for every branch, splitting floating point values when

it provides a benefit can improve the overall compression ratio by up to 0.1, representing an

improvement in compression ratio by 5-8%. However, we recognize that across the files, the

branches where float splitting does not provide a benefit are relatively constant and therefore

could have their names stored to automatically bypass float splitting for them.
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h]
(a) CMS Data (Table 3.1) (b) ATLAS Data (Table 3.2)

Figure 4.4: Compression Ratio With and Without Float Splitting Pass (Float Data)

4.1.4 Combined Approach

We consider the benefits offered by algorithmic choice, delta encoding and float splitting in

the context of the overall data. The data distribution plays an equally important role in

determining the overall benefit of the approaches. We label the combined delta encoding

and float splitting approach as ”Best” in Figure 4.5. We find that the combined delta

encoding and float splitting approaches have a noticeable effect on the overall compression

ratio when paired with zstd, level=22, improving compression ratio by up to 4.2% over

native zstd, level=22. In preliminary studies, we evaluated similar techniques for boolean

data, other structured data, and unsigned integer data but found that the techniques were

largely ineffective at increasing compression ratio.

4.1.5 Benefit of Dictionary Usage

We consider a few methods of utilizing a pretrained dictionary to increase compression ratio

on smaller files. First, we attempt to pretrain a dictionary on an entire ROOT file, and

use it compress other ROOT files. We find that this approach performs very poorly, having
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(a) CMS Data (Table 3.1) (b) ATLAS Data (Table 3.2)

Figure 4.5: Best Approach (Oracle Float Split + Delta Encode) vs Original Algorithm

little effect on the compression ratio, as the bit level patterns within a file vary significantly

throughout a file. Hence, a reasonably small dictionary cannot learn the patterns of a file

effectively.

We also train an individual dictionary for each type of data that we compress. We create

an dictionary for each size of integer, float, and unsigned integer type, as well as a dictionary

for boolean and other structured types. This has a higher cost of dictionary storage, as

we store 10 times as many dictionary files, but each file is relatively small and capped

at under 128 KB. Hence, we see that this added cost is minimal when compared to the

overall size of the file. We train each dictionary on the branches of its type from a selected

file, and then evaluate the performance of the compression algorithm with a pretrained

dictionary on both the original file and other files. We use the default training algorithm

and settings provided by zstd. However, we find that in nearly all cases, this approach fails

to improve compression ratio. This result is surprising, and although we do not evaluate it

in this thesis, we hypothesize that the lack of similarity between branches and between the

randomly sampled files hinders compression ratio. If one pretrained dictionary is used per
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Figure 4.6: Pretrained Dictionary Approach (CMS Data, Table 3.1)

file, per dataset, perhaps the compression ratio would be improved.

We additionally consider approaches where only smaller branches (<8KB) are used for

training and evaluating a dictionary, and find that with these restrictions, the compression

ratio on the evaluated files can improve slightly, but not by more than 0.5% over the same

compression without the dictionary. We present the results for the different training methods

in Figure 4.6. These results are drawn from the CMS dataset, and represent the compression

ratio on data extracted when training on the branches of 1 file, and then evaluated on 5 other

files. We include the size of the trained dictionary as part of the compressed size, although

this contribution could be made less costly if more files are run with the same dictionary,

effectively amortizing the cost.

We can understand the poor performance of the pretrained dictionaries through an in-

vestigation of how they affect the underlying compression algorithms. By starting with a

pretrained dictionary, a small file that has very similar bit level patterns to the file used for

training will benefit greatly. However, for a larger file or a dissimilar file, this effect could

be much weaker, as the pretrained dictionary might hinder the learning of new patterns.
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Furthermore, since the bulk of the data stored in these ROOT files is in larger branches,

even a significant improvement on files smaller than 8 KB would only lead to a marginal

improvement overall. These dictionary approaches do have much greater benefits for com-

pression throughput however, as the pretrained dictionaries greatly improve compression

performance for zstd when operating at a high level.

4.1.6 Aggregated Approach

Although we find that the pretrained dictionary approach provides minimal to no benefit,

we consider an aggregation approach, which could mitigate some of the challenges posed

by compression performance across files. We collect all files of each experiment, and merge

branches of the same name to achieve an aggregated branch of all files. We then compress

these larger files, which are on average more than 20 times larger than the original files,

providing larger compression windows while maintaining some sense of data regularity. We

evaluate this approach on both the CMS and ATLAS data, aggregating all files and then

compressing using the zstd algorithm. We find that this approach does have a measurable

effect on performance, increasing compression ratio by up to 2.18% over data compressed

identically, but without aggregation. We present the results of this study in Figure 4.7,

plotting the compression ratio with aggregated files over the standard compression. This

result demonstrates that aggregation of files can improve compression ratio, largely due to

larger aggregate branch size improving context and history for compression algorithms.

4.2 Compression and Decompression Throughput

4.2.1 Algorithm Comparison

We begin our throughput analysis by looking at how the various algorithms, configurations,

and additional passes affect the compression and decompression throughput of the data. As

47



Figure 4.7: Compression Ratio Improvement on Aggregated Data

Zlib
1 8 1 12 1 15 5 8 5 12 5 15 9 8 9 12 9 15

Compression 5.7 30.6 57.7 5.5 25.5 38.2 5.1 8.8 5.3
Decompression 250.7 275.6 276.1 249.6 260.2 270.9 256.3 271.6 283.0

Zstd
Float Split Delta Pass Snappy

1 9 19 22
Compression 262.9 31.8 3.1 2.0 327.2 252.3 103.4
Decompression 673.2 736.1 709.6 716.0 327.2 252.3 300.4

Table 4.1: Algorithm Throughput (CMS+ATLAS Data)

discussed in the metrics section of Chapter 3, these results are for single core performance.

Finding a baseline for the native ROOT compression is complex, as the compression algo-

rithms used in ROOT have throughput that varies widely based on the basket sizes and

disk layout of the branches. We compare our approach against the performance of standard

ROOT compression in Chapter 5.

We present the results of the compression throughput from the combined ATLAS and

CMS experiments in Figure 4.8 and display the data in Table 4.1. For this analysis, we used

pretrained dictionaries only for the small files, which performed best in the compression

ratio experiments. We conclude that generally zlib compression performance increases
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(a) zlib (b) zstd

Figure 4.8: Compression and Decompression Throughput (CMS + ATLAS Data))

significantly with a larger window size as fewer context switches and compression calls are

required. Additionally, as compression level increases, compression throughput drops, with

compression performance ranging between 5 and 9 MB/s for level=9.

However, zlib performs relatively consistently for decompression performance, with all

configurations performing between 250 and 290 MB/s. zstd also has consistently high de-

compression throughput, with all configurations decompression between 670 and 720 MB/s,

more than twice as fast as zlib. However, at high compression levels we notice the com-

pression throughput of zstd drops to 3 MB/s, comparable to the performance of zlib at

high levels. Although these values seem low, we note that the primary concern for analysis

workloads is the decompression speed, as it is the common use case. In Chapter 5, we show

how a low throughput compression algorithm can still achieve practical data reduction for

the ATLAS storage system as long as decompression performance is as similar to that of

current techniques.
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Zstd Compression Zstd Decompression
1 9 19 22 1 9 19 22

Standard 262.9 31.8 3.1 2.0 673.2 736.1 709.6 716.0
Dictionary 215.1 30.3 6.33 6.29 653.2 714.1 798.9 762.7

Aggregated 253.4 31.79 1.70 1.54 653.2 714.1 798.9 762.7

Table 4.2: Aggregated and Pretrained Dictionary Throughput (CMS Data, Table 3.2)

4.2.2 Throughput of Selected Techniques

We include the throughput of the delta encoding and float splitting steps in Figure 4.8 and

display the data in Table 4.1. Both passes are equivalent in terms of resource usage and com-

putation in both directions, and we find that their performance is nearly identical over the

combined datasets. The delta encoding pass performs at 250 MB/s, and the float splitting

pass performs at 330 MB/s. Both provide almost no overhead on compression throughput,

as they are more than 50x faster than the compression algorithms at high levels, but po-

tentially could limit decompression throughput for zstd. However, we recognize that the

current implementation is designed for easy verification and code readability. A production

implementation of both passes could be written extremely efficiently for performance, which

would likely improve the throughput of both passes significantly.

We also evaluate the performance of the aggregation and pretrained dictionary techniques

to see if their use affects the performance of the zstd algorithm. We present the results

in Table 4.2 and Figure 4.9, but we elide the result for zstd, level=1 from the plot for

clear visualization. We find that using a pretrained dictionary significantly improves the

compression throughput of zstd, level=22 by almost 3x, increasing it from 2.0 to 6.3 MB/s.

However, this benefit is only significant at higher levels of the algorithm; at lower levels the

difference is minimal, < 5% higher throughput than the original compression. Dictionary

decompression is between 20 and 25% slower than standard decompression, a fairly significant

cost, as decompression is the most important metric.

We find that aggregating branches across files reduces compression throughput. We notice
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(a) Compression, Dictionary and Aggregated (b) Decompression, Dictionary and Aggregated

Figure 4.9: Compression and Decompression Throughput (CMS + ATLAS Data))

that above a certain file size threshold, the compression throughput of zstd deteriorates

significantly. Specifically, we find that with zstd, level=22 compression throughput decreases

by 25%. Hence, aggregation can benefit compression ratio, but at a cost to compression

throughput. We find that the change in decompression throughput for branch aggregation

is not significant across the different zstd levels.

4.3 Performance Summary

Fundamentally, the choice between different compression algorithms, configurations, and ad-

ditional techniques is a decision about tradeoffs. To achieve a usable compression approach,

we must consider approaches against goal combinations of throughput and compression ratio.

Additionally, because we only compress a portion of the overall data contained in a ROOT

file, we have to consider the overall effect on the resulting file size, not just the compression

ratio of the extracted data to determine the storage saving potential of our approach. In

Figure 4.10, we show the resulting change in the total size of the dataset vs its current

compression. This represents the physical disk space that would be saved by using each

approach. The zstd, level=22 (File) approach represents the compression ratio achieved by
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(a) ATLAS Data (Table 3.2) (b) CMS Data (Table 3.1)

Figure 4.10: Resulting File Size for Compression Approaches

compressing the ROOT file directly, i.e., calling ./zstd 22 file.root . We find that this

only reduces the file size by about 1%. Across the different files, we find that the compression

ratio is fairly constant, as the data distribution within each file is similar.

We include a comparison of running the compression algorithm with the best compression

ratio, zstd with level=22 on the entire ROOT file. Using zstd with the best approach for

delta encoding and float splitting improves compression ratio over the entire file by 15% for

the CMS data, and 13% for the ATLAS data. These numbers represent a significant decrease

in data as we can reduce the size of both datasets by about 10 GB from their original 80

GB, simply by compressing the primitive datatype.

To visualize the tradeoffs between throughput and compression ratio, we present Figure

4.11. We can see from this that zstd provides superior compression ratio at the cost of

throughput. However, decompression throughput is the opposite, as zstd is significantly

faster at decompressing data as compared to zlib. Snappy does well in throughput in both

cases, but fails to provide a competitive compression ratio. However, we note that the delta

encoding and float splitting passes are not a barrier to performance, and when added can

improve the compression ratio by 2.8% for zstd, level=22. We also find that pretraining
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(a) Compression (b) Decompression

Figure 4.11: Tradeoffs Between Throughput and Compression Ratio (CMS + ATLAS Data)

dictionaries and aggregating data can increase compression throughput by up to 3x for

zstd, level=22, as shown in Figure 4.9. The benefits are more substantial on the higher

compression levels, so effectively they reduce the throughput cost of higher compression

levels while providing the benefit of better compression ratio.

In the following chapter, we analyze the effect that this superior compression ratio over

the native ROOT compression techniques can have on the current HEP architecture, and

make recommendations on how to best integrate these compression techniques.
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CHAPTER 5

IMPACT ON HEP DATA STORAGE

We see that data compression only leads to reduced storage costs if the techniques used for

compression are scalable and cost effective. In this chapter, we evaluate how our approach

differs from the current ROOT compression and discuss how our compression approach

could be implemented in a production system. We consider how increasing basket sizes

within the ROOT framework, switching to zstd, and using delta encoding and float splitting

could improve compression ratio. Then, we provide general architectures for a scaled up

compression system and model the cost of such a system for the ATLAS experiment.

5.1 Comparison Against Current ROOT Compression

At the time of the main study described in Chapter 3, zstd was not a supported compression

algorithm for the ROOT framework. In a recent update, however, it was added to the

ROOT framework, but is not yet supported by the CMS and ATLAS software packages, and

therefore we cannot directly evaluate the performance of zstd within ROOT on the CMS

and ATLAS datasets (Tables 3.2 and 3.1). However, we can make valuable estimates about

the performance of zstd based on our evaluation in Chapter 4.

To get an understanding of how zstd performs in the ROOT framework, we use the

techniques described in [50] and [58] and create an auto-generated 10000 event ROOT tree

that contains a mix of random and patterned data. We follow a ROOT Tree example1 to

generate our tree and to evaluate the compression performance. This file is 700 MB when

uncompressed, and contains a mix of integer, single, and double precision floating point

values.

1. https://root.cern.ch/root/html/tutorials/tree/tree3.C.html
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5.2 ROOT Compression Performance

For data analysis, the most important and common workloads involve reading data. Hence,

we would like the read performance of compressed data to be as good or better than the

currently used ROOT compression. We evaluate the read performance of data compressed

within and outside of the ROOT framework, which is just a compressed binary representation

of each branch’s data.

5.2.1 Comparison of Throughput and Compression Ratio

(a) Compression Performance (b) Decompression Performance

Figure 5.1: Compression within ROOT vs Compression on Extracted Binary Data

We compare the performance of using zlib and zstd both within the ROOT framework

(ROOT) and and outside of the ROOT framework (Binary) where data has been extracted by

branch and is stored in individual binary files. The process of extracting data was evaluated

to have throughput of over 200 MB/s per core, so this process does not represent significant

overhead to compressing the extracted data. In Figure 5.1, we present the compression and

decompression throughput against the compression ratio of the algorithmic configurations.

We see that the compression ratio and throughput of zstd is always better than that of

zlib for corresponding levels. Therefore, we find that both within and outside the ROOT

framework, zstd is preferable.
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Figure 5.2: Compression Performance vs ROOT Basket Size (Random Data)

5.2.2 Basket Sizing

In Chapter 3, we found that data aggregation is an important source of compression ratio

improvements,as larger blocks of data can be compressed more effectively. One important

consideration when using compression within ROOT, therefore, is the size of the TBaskets

used for compression. We use default basket sizing in the experiment presented in Figure 5.1,

which ROOT sets using the average size of the first 100 events read. For this experiment, the

baskets for each branch ranged in size from 5KB to 4 MB. For larger trees, the basket sizes

are often quite small (32 KB), to allow baskets of many branches to be stored in memory.

Next, to determine the effect of basket sizing on compression ratio and throughput, we

compare ROOT compression with small (32KB) and large (64 MB) basket sizes. We find

that a basket size of 64 MB can improve compression ratio by up to 5% over the a 32 KB

basket size (Figure 5.2). As we discussed in 4.1.6, the improvement in compression ratio can

be attributed to the larger basket sizes filling the compression windows of the algorithms.

Even larger basket sizes could increase compression ratio more, but compressing large

baskets presents a challenge, as more resources need to be acquired during the compression

process. On large files with 1000 or more branches, 64 MB baskets are impractical for

analysis as they require more than 64 GB of RAM just to store one basket of each branch.
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We conclude that these basket sizes are practical for data center compression, where machines

can be expected to have sufficient memory to handle larger basket sizes. However, supplying

files to clients with these large basket sizes is not feasible, as we do not expect users to

have more than 2GB of RAM/core. Hence, if we wish to obtain the benefit of large baskets

for compression, we must use strategies which rewrite the data in a client-readable way for

analysis.

5.3 Modeling a Production Implementation

From our study, we find that within the ROOT framework, zstd levels 7 and 9 delivers

better compression ratio and throughput performance than zlib levels 7 9, respectively.

Furthermore, based on the analysis in Chapter 4, adding support for zstd levels beyond

9 to the ROOT library would enable a 3-4% improvement in compression ratio over zstd,

level=9. From our experiments, we know how well a variety of techniques and algorithms

perform on the CMS and ATLAS data, and now we can use them to design a infrastructure

which reduces the data storage requirements of the ATLAS storage system.

We consider the computational cost and storage cost of our strategies. We note engi-

neering costs where applicable, but do not quantitatively measure them. To understand and

compare the cost of these infrastructures, we define a set of metrics.

Infrastructure Metrics:

• Core-Hour: The amount of work done in one hour by a single core on the evaluation

system (2.83 GHz Xeon E5440, as described in Section 3.6). The CERN Tier0 grid

has 224 thousand cores, which represents a computation capacity of approximately two

billion core-hours per year [15].

• Read Cost: The number of server-side core-hours needed to decompress and provide

1 petabyte of data from a compressed representation. We consider the current Read
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Cost of the ATLAS storage system to be 0 core-hours/PB, as files can be provided to

the client without modification.

• Write Cost: The number of server-side core-hours needed to compress and store 1

petabyte of data from a uncompressed representation. The current Write Cost of the

ATLAS data storage system for zlib, level=5 is 10,900 core-hours/PB.

• Storage Reduction: The size of storage space saved by a given strategy, measured in

petabytes.

We evaluate the storage savings against the DAOD data stored by the ATLAS experi-

ment. This data is currently stored with zlib, and comprises 85 PB of data (Figure 5.3).

From data provided by the CERN IT dashboard, we estimate the read-write balance of AT-

LAS data at 96/4, meaning that for every petabyte of data written to the ATLAS system,

approximately 24 petabytes are read [15].

Figure 5.3: Current ATLAS Storage Usage

We use the combination of ATLAS data surveyed and the auto generated file to model the

performance of zstd with different levels, basket sizes, delta encoding, and float splitting,
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on the current set of ATLAS data, which we show in Figure 5.3. The representative sample

of ATLAS files we studied in Chapter 4 are a portion of the 85 PB of DAOD data stored for

the ATLAS experiment, so we can use it to predict the performance of our strategies on the

entire dataset. We use [15] to estimate the data written to ATLAS DAOD in 2019 to be 15

petabytes, and the data read to be approximately 350 petabytes.

5.4 Proposed Integrations

We use our data from Chapter 4 to design compression strategies for production use. They

vary in implementation cost, compression ratio, and computational cost to provide a com-

prehensive set of options. These strategies are designed to have better compression ratio

than the currently used zlib, level=5, equal or better decompression performance, and a

range of compression throughputs. Generally, we find better compression ratio corresponds

with lower compression throughput. In a production environment, this tradeoff and the

underlying workload would inform the strategy chosen, and its specific configurations. We

describe these strategies in detail, estimate their core-hour cost for the 2019 reading and

writing patterns, and estimate the storage reduction for the ATLAS experiment.

5.4.1 Strategies

1. ROOT zstd: The simplest change to the current compression strategy is to switch

compression algorithms to zstd, level=7 or 9, within ROOT. We found that zstd,

level=7 outperforms the current compression used by the ATLAS experiment (zlib,

level=5) in both compression ratio and throughput. zstd, level=9 provides even better

compression ratio than level=7, but at a small cost to compression throughput.

2. ROOT zstd + DE/FS: This strategy switches to zstd level=7 or 9, but also integrates

the delta encoding and float splitting passes into the ROOT system. This would
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(a) Strategies 1 and 2 (b) Strategies 3, 4, and 5

Figure 5.4: Dataflow Models

require a software engineering effort to add both passes into the ROOT library branch

streamers. This strategy benefits from requiring no server side decompression, but

exploits the benefits that the delta encoding and float splitting passes provide.

3. ROOT zstd + DE/FS + Basket Resize: This strategy switches to zstd level=7 or 9

within ROOT, integrates the delta encoding and float splitting, and increases the size

of baskets during storage. Client analysis would be done on uncompressed data with

this strategy.

4. Binary zstd: This strategy stores compressed binary representations of all branches

with zstd level=19 or 22, and uses delta encoding and float splitting. Client analysis

would be done on uncompressed data with this strategy.

5. Binary zstd + Pretraining : This strategy stores compressed binary representations

of all branches with zstd level=19 or 22, uses delta encoding and float splitting, and

pretrains dictionaries for small files. Client analysis would be done on uncompressed

data with this strategy.
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Figure 5.5: Comparison of Strategies and Core-Hours for 2019 Usage

5.4.2 Analysis of Strategies

We compute the estimated core-hours required to adopt each strategy for the ATLAS system

based on the data transfer statistics from the 2019 year. We note that these values are

computed with the assumption that all data is compressed with the selected strategy, but in

a production environment, more frequently accessed files could be cached in an uncompressed

format to speed up access times and reduce decompression overhead. While these calculations

are only for ATLAS DAOD, if we scale the data volume to match the capacity of the entire

CERN grid (400PB), we see that even the most computationally expensive approach (S=4),

represents less than 1% of the total core-hours used by the CERN grid.

1. Switching the compression algorithm used internally by ROOT offers significant gains

to both compression ratio and decompression throughput. With zstd, level=7, com-

pression ratio shows a 2% improvement over zlib, level=5 and a 40% increase in com-
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Strategy # Zstd Level CR over Read Core- Write Core- Storage Savings
Zlib5 Hours (1000s) Hours (1000s) (PB)

0 - 1.00 0 164 0
1 7 1.02 0 117 1.7
1 9 1.04 0 276 3.3
2 7 1.05 0 128 4.0
2 9 1.07 0 288 5.6
3 7 1.04 456 168 3.3
3 9 1.07 456 326 5.6
4 19 1.12 1400 1390 9.1
4 22 1.14 1400 2173 10.4
5 19 1.13 1500 661 9.8
5 22 1.15 1500 725 11.1

Table 5.1: Comparison of Production Strategies for 2019 Usage

pression throughput. With zstd, level=9, compression ratio shows a 4% improvement

over zlib, level=5, but a 40% decrease in compression throughput. Both strategies

increase decompression throughput by 2.6x . As shown in Figure 5.5 and Table 5.1,

this strategy, displayed as S=1, could reduce data storage requirements by up to 1.7

PB while providing better read/write performance to an end user than the current

zlib, level=5.

2. We observe that using delta encoding and float splitting with the zstd algorithm in

ROOT can provide significant compression ratio benefits over strategy 1 with minimal

cost to read/write performance. With zstd, level=7, compression ratio shows a 4%

improvement over zlib, level=5, equivalent decompression throughput, and a 35%

increase in compression throughput. With zstd, level=9, compression ratio shows

a 7% improvement over zlib, level=5, equivalent decompression throughput, but a

45% decrease in compression throughput. As shown in Figure 5.5 and Table 5.1, this

strategy, displayed as S=2, could reduce data storage requirements by 5.6 PB with

fewer than 20,000 core-hours needed per PB of data added. Additionally, for both this

strategy and strategy 1, no decompression or processing is needed before data can be
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used, so the read core-hours/PB is 0.

3. Unlike strategies 1 and 2, strategy 3 requires decompression at the server side (Figure

5.4) before clients can run analysis on the data. Because storing data with very large

baskets can present challenges for ROOT analysis, we decompress the data when pro-

viding it to a client. This uses only 1300 core-hours/petabyte. This strategy shows

an 4-7% improvement in compression ratio relative to zlib, level=5, and can save

between 3.3 and 5.6 PB of data depending on the level of zstd chosen.

4. Strategy 4 extracts branches prior to storage, reducing the computational overhead

of operating within the ROOT framework. We find that this strategy can provide a

12-14% compression ratio improvement over zlib with level=5. This corresponds to

a savings of 9.1 to 10.4 PB of disk space for the ATLAS DAOD experiment data. As

shown in Figure 5.5 and Table 5.1, this strategy, displayed as S=4, requires significantly

more read and write core-hours per PB than the previous strategies. Additionally, this

strategy incurs some engineering overhead, as high performance automated software

to extract data from ROOT data files has to be written.

5. Finally, strategy 5 offers the best reduction in storage utilization, reducing data storage

requirements for the ATLAS DAOD data up to 11.1 PB. This represents a 13% reduc-

tion in data storage requirements. This strategy is less computationally expensive for

compression than strategy 4, as the pretrained dictionaries reduce the core-hours by

almost 70% for the level=22 case, and 50% in the level=19 case. However, the read

core-hours are similar to strategy 4, as the dictionary usage does not increase decom-

pression throughput. Hence, we see that this strategy provides the best compression

ratio, but at a higher read cost than the first 3 strategies.

63



5.4.3 General Discussion

The system architecture for the strategies is displayed in Figure 5.4. Strategies 1 and 2

require no additional components, as they simply modify the compression block for data

added. However, for strategies 3, 4, and 5, decompression or data reorganization has to be

done before data can be used for client analysis.

In these calculations, we assume that data analysis can operate at equal or better per-

formance with uncompressed ROOT files. However, if certain analyses require compressed

data for backwards compatibility, this could be done with additional cost. We find that

recompressing data with zstd, level=7 would increase the core-hours for strategies 3, 4, and

5 by 2.6 million. Still, the most computationally intensive strategy would only use 1.5%

of the CERN datacenter computation. On the other hand, we point out that many analy-

sis workloads may not require the ROOT framework, and therefore providing data without

repacking it into ROOT files could reduce the read cost for strategies 4 and 5 by almost

50%. Strategies 4 and 5 would also provide the ability for a client to request specific tree or

branch from a file or set of files, speeding up analysis drastically if only a small portion of

data from a file is needed.

We also note that a couple strategies not modeled in this section could prove useful for

certain scenarios. For larger data collections (consisting of many files often accessed together)

file-level aggregation could provide a way to increase compression ratio with zstd, level=22.

However, if one file needs to be accessed, the whole collection must be decompressed as there

is currently no way to decompress only part of a compressed file with zstd.

Overall, we conclude that all of the 5 strategies significantly reduce the data storage

requirements of the ATLAS experiment. They range from simple to complex in terms of

implementation, and have savings that track accordingly. It is clear that ATLAS should use

zstd for data storage as soon as it is supported by all necessary software packages. We find

that strategy 5 offers an intriguing possibility for future storage design, as the cost to read
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Strategy # Zstd Storage Total Core- Storage CPU Cost Net Cost
Level Savings (PB) Hours (1000s) Savings (1000s of $) (1000s of $)

(1000s of $)
0 - 0 164 0 5.6 -10
1 7 1.7 117 170 4.0 170
1 9 3.3 276 330 9.4 320
2 7 4.0 128 400 4.4 400
2 9 5.6 288 560 9.8 550
3 7 3.3 624 330 21.2 310
3 9 5.6 782 560 26.6 530
4 19 9.1 2790 910 94.9 820
4 22 10.4 3573 1040 121.5 920
5 19 9.8 2161 980 73.5 910
5 22 11.1 2225 1110 75.7 1030

Table 5.2: Cost of Production Strategies for 2019 Usage

data is still fairly low and the write cost is fairly low. Although quantifying dollar costs is

complex for a system like ATLAS, we attempt to do so in the following section.

5.5 Cost Estimate

To properly analyze the tradeoffs and cost of implementing our compression strategies, we

need a cost model to determine how the increase in computation relates to the decrease in

storage costs. We model the cost of a CPU core for an hour at $0.034, as found on AWS

and Google Cloud [8] [28]. We also use AWS to estimate the storage cost of a petabyte to

be about $100,000 per year for mid tier storage [9]. This is a fair comparison, as both values

represent the amortized cost of the devices, and include the overhead of a large datacenter

in their costs. These costs may be different than the actual CERN datacenter costs, but

provide some way of evaluating the cost benefit of our strategies.

We first compute the cost of our strategies for the 2019 usage data based on the data in

Table 5.1 and display the total savings in Table 5.2. We compute the CPU cost assuming

no current CERN cores have available tune. This is likely an overestimate, as CERNs CPU
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utilization is not 100%, and therefore compression core usage could be shared with existing

workloads. Using strategy 5 could have saved more than $ 1 million dollars in 2019 by

reducing the data storage requirements by 11.1 PB but only requiring 2 million core-hours

(<0.1% of total CERN core-hours).

Figure 5.6: Projected HEP Data Storage Usage and Cost

Source: CERN Twiki - AtlasPublic Computing and Software

We also predict the performance of our strategy for future years, as data storage require-

ments are expected to grow significantly. We use the ATLAS data projections in Figure 5.6

as a rough estimate of data storage requirements. We estimate the compression data reduc-

tion and costs of our approaches for 2021 to 2034 on DAOD data. We assume the general

data distribution is the same as 2020, and that data read-write balance remains the same.

We use the baseline budget model curve to generate our results as it is a realistic estimate

of the total data volume. We display these savings per year in Figure 5.7, where we use the

higher zstd level for each strategy. We compute that with strategy 2, the estimated cost

savings for 2034 are $8 million, and for strategy 5, we can predict a savings of $26 million.
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Figure 5.7: Projected ATLAS Data Reduction

5.6 Summary

Overall, we find that the benefits of storage focused data compression for the ATLAS exper-

iment vastly outweigh the costs. Although the large scale implementation of data extraction

and aggregation is no small feat, other simpler strategies such as switching to zstd for all

data can have significant compression benefits and save petabytes of data (and therefore mil-

lions of dollars) over the next 10 years. Furthermore, with hardware acceleration approaches

and custom compression techniques for other object types, the compression ratio benefits

will likely increase over the next few years. As Figure 5.6 demonstrates, the ATLAS data

storage requirements will increase rapidly with LHC Runs and 4, making these approaches

invaluable. Across the entire high energy physics data storage infrastructure, storing data

in compressing oriented formats, and using algorithms designed for high compression ra-

tio when storing data has the opportunity to save many petabytes of data, while requiring

minimal computational overhead.
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CHAPTER 6

RELATED WORK

Data compression has been a central focus for high energy physics and the scientific com-

munity at large for many years. Much of the work on compression focused primarily on the

effect of changing compression settings and adding additional compression algorithms and

configurations to ROOT. These approaches treat the compression algorithms as a sort of

black box, and do a parameter search to optimize for a particular case. In contrast, our

work looks at the compression algorithms to understand how to best supply data to them.

Then, we consider how we can structure data both within and outside of ROOT to best

improve compression ratio.

There is also a substantial body of work on type-specific compression techniques, which

range from integer and floating point specific compression libraries to complex delta object

storage. These approaches often have a tradeoff between compression ratio and applicability.

A heavily tailored approach for one setting might achieve fantastic results, but be unusable for

more general data storage. However, our design makes it simple for any of these approaches

to be easily integrated as part of a compression pipeline for ROOT storage.

6.1 Data Storage Reduction for High Energy Physics

6.1.1 ROOT Compression Optimization

As ROOT has expanded as a software toolkit, compression algorithms have been added to

allow for more flexibility and customization. These additions have been influenced by a

variety of research work which explored the tradeoffs that new compression libraries provide

for compressing high energy physics data.

One such optimization, proposed by [13], converted objected level streamers into mem-

ber streamers, allowing reads to a member of an object to occur faster and with fewer disk
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reads and writes. Work by Zhang et al. also studied the effects that compression algorithms

can have on the size and performance of ROOT files [58]. In addition to internal algorith-

mic choices, they evaluated filesystem level zlib compression of ROOT files, and saw a

degradation in compression ratio as compared to native ROOT zlib compression. However,

their analysis did not consider the potential for storing the data outside of the ROOT file

structure. [50] analyzes the various different flavors of LZ compression and their effects on

throughput for data from a variety of high energy physics experimentsis Other work by the

ATLAS collaboration, investigates the best ROOT framework settings for 2 different goals:

read throughput and storage size. Their results show that on a ATLAS workload, zlib

provides a 10% slower Event rate (rate at which events can be read from disk) than lz4, and

more than 15% larger file sizes than lzma for the same compression level. They note that

lzma is better for storage size minimization and that lz4 is better for read performance,

but leave an analysis of how to adaptively choose between them as future work. Their work

proposes the use of zlib as an intermediate to enable good performance in all cases, as it

represents a middle ground within the current ROOT framework.

In contrast, our work argues that this intermediate approach is costly to data storage

goals, and converting data to a storage oriented format can save petabytes of data and

deliver similar read performance. We evaluated lzma in preliminary studies but found its

compression ratio benefits to be similar to that of zstd, but with lower throughput for

both compression and decompression. On the other hand, we found lz4 to provide better

compression throughput at low levels, but it could not provide a competitive compression

ratio to zstd to make it worth using for long term storage.

This work also investigates the configuration of ROOT cache sizes, frequency of disk

writes, and multithreaded performance for ATLAS file reads. These configurations appear

to be workload and dataset dependent, but are independent of our compression approach.

We focus on providing competitive performance for reading and writing with current ROOT
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compression techniques while saving storage space through a variety of compression tech-

niques which look at dictionary training, aggregation, and data representation.

6.1.2 Lossy Compression

Although lossy compression is not the focus of this work, there is a large body of work

on the potential for lossy compression in high energy physics. [14] argues that scientific

experiments must use more lossy compression to keep up with ever growing data and limited

RAM and computational power. When the precision of the datatype is higher than the

actual precision of the scientific instrument used to make the measurement, the precision is

meaningless and can be discarded when compressing. Ongoing work at Argonne National

Lab by Mete et al. focuses on masking out these “noise” bits to provide better compression.

If a single precision floating point value is stored with the precision of 7 decimal digits but

the instrument used to measure them can only measure up to 3 decimal digits, the last 4

digits are not actual data. Hence, we can mask out the least significant bits in the mantissa

to remove the corresponding bits. This approach could be combined with our float splitting

technique to improve compression ratio even more.

Lossy compression is one of the most promising uses for autoencoders and deep learning,

and [30] explored the performance and usability of deep autoencoders for compressing high

energy physics data, with reconstruction quality good enough for certain analysis applica-

tions. Ongoing work in this area is focused on event based and branch based predictive

modeling through a variety of deep learning techniques. However, lossy approaches nec-

essarily lose information and would require the acceptance of scientists to have significant

impact. This compression cannot be undone, so any future analysis would only be able to

use the reduced data.
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6.1.3 Filtering at Data Source

The simplest and most substantial means of reducing data storage requirements for high

energy physics analysis is through real time event selection at the data source. ATLAS

and CMS both use a combined hardware and software “trigger” to process data [35] [3].

This process selects less than 0.1% of data as relevant for analysis, drastically cutting down

on data transfer and storage requirements. Custom hardware approaches could be used to

implement effective compression cheaply. On a large portion of the high energy physics data,

even fast compression approaches like Snappy cut down data size significantly (> 50%) and

have been implemented on high throughput accelerators [26]. These approaches are being

used to cut down the data size that has to be transmitted from the Level 1 trigger.

Additional related work by CERN focuses on the actual storage mechanisms used for

archive. This body of work evaluates the tradeoffs of different storage architectures, redun-

dancy plans, and models the cost and performance of various systems. In [24], the frequency

of rewriting for reliable tape storage and the relative distribution of data access are discussed

and modeled for the future. Other recent works by CERN include [40], which discusses the

systems used to evaluate the distributed storage clusters used by CERN, [21], which details

the process of transition to the CERN Tape Archive, and [47], which discusses the transition

from CASTOR to EOS, and the future of the CERN fileystem. These works inform our

analysis and provide context to discuss the costs and benefits of our compression techniques.

6.2 Data Specific Compression

A variety of domain specific techniques for data compression have emerged in recent years

as general purpose compression improvements have not kept pace with the increase in data

storage. We discuss works in three different areas here and compare techniques to similar

ones that we have analyzed in this work.
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6.2.1 Type Specific Compression

Both primitive types and more complex object types have inherent structure that can be

used to compress them more efficiently. General purpose compressed cache architectures,

as studied in [11], use heuristics to predict datatypes and apply techniques based on the

predicted type. These techniques rely on the same underlying insight as our approach: no one

compression technique performs best across the board. Another approach to a compressed

object store, presented in [53], uses a form of delta compression to create a difference between

a base object and only store the differences when multiple objects of the same type are used.

This approach could be integrated into our work for ROOT data, but would require the

implementation of automated parsing to choose base types for each object stored.

Floating point data makes up a significant portion of many scientific datasets, and cor-

respondingly there have been a variety of floating point specific compression algorithms,

designed both for throughput and compression ratio [44] [38]. These approaches use the

specific design of the floating point specification to predict the bit level patterns of future

values based on previous values. Other datatypes such as integers and strings have been

studied with similar type-specific results. [48] uses SIMD instruction sets to enable efficient

null suppression and Elias gamma encoding for integer data. For string data, work in [10]

demonstrated that a tokenization style technique could be used to effectively compress string

data.

6.2.2 Scientific Data Compression

Scientific computations that involve data movement are often limited by memory bandwidth,

making data compression a central focus to improve application performance. In earlier work,

we studied one such application, sparse matrix vector product, and found that similar data

compression techniques such as delta encoding can be used to increase computational perfor-

mance by more than 2x [45]. Other approaches use domain specific information to improve
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compression performance for both computational and storage purposes. Climate data ex-

hibits tremendous spatial and temporal similarities, which [31] used to design a compression

algorithm that achieves compression ratios better than other floating point compression algo-

rithms. [55] analyzes power grid data, which has inherent patterns of activity and inactivity

that can be used to develop better compression schemes.

6.2.3 Pretrained Dictionary Compression

Dictionary coders are used in many lossless compression algorithms, and their success de-

pends on the established dictionary used to represent the original data. The use of a static

dictionary to aid in compression is an idea often used in text compression which has a fixed

set of bit patterns [37]. However, online approaches that utilize a scanning window to modify

a changing dictionary are often more effective when data patterns change. LZ77 and LZ78

both use forms of online dictionary coding to achieve high compression [60] [59]. Taking

ideas from deep learning, many modern approaches to image compression use pretrained

dictionaries to aid in finding patterns for smaller files [17]. These techniques use a similar

approach to Zstandard and its use of pretrained dictionaries to increase the compression

ratio of small files. In our approach, this enables high compression ratio for smaller branches

where sufficient data to fill an algorithm’s window is not available.

6.3 Summary

As data storage requirements for high energy physics continue to grow rapidly, new tech-

niques are necessary both to pare down the data being stored and to compress data that must

be stored. Although lossy compression is acceptable when data precision is not essential,

lossless compression continues to be used in the vast majority of cases. As the compression

ratio improvements of general purpose compression plateau, data specific techniques are be-

coming increasingly popular and can achieve significantly better compression ratios at often
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low resource utilization. We see that the general trend of this work in data storage for sci-

entific data is towards the use of a combination of high performance compression algorithms

and data specific techniques to minimize storage costs for long term storage.
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CHAPTER 7

SUMMARY AND FUTURE WORK

7.1 Summary

Data compression is not a black box: information about the data and its properties should

be used to design techniques to better compress data. These techniques can be used to

improve the currently used compression approaches in high energy physics data storage.

We study the current architecture of high energy physics data storage and find that

even though data is being compressed, the format used is better suited for computation

and therefore provides a relatively poor compression ratio. We evaluate the widely used

algorithms zstd, snappy, and zlib to understand how their settings and configurations af-

fect the throughput and compression ratio of high energy physics data. Then, we develop

and evaluate a number of additional techniques that have the potential to increase either

throughput or compression ratio by increasing both the repetitiveness of data and by im-

proving the compression algorithms ability to extract information. These approaches can

be broadly characterized by two similar motivations. First, we use delta encoding, float

splitting, and aggregation of branches to increase the potential repetition of data to allow

for compression algorithms to find more occurrences of bit level patterns. Secondly, we use

larger compression windows, pretrained dictionaries, and aggregation across files to provide

better context compression algorithms. These approaches deliver a better compression ratio

at a various computational costs.

Evaluation on real datasets from the ATLAS and CMS experiments shows that adopting

algorithms designed for modern processors and larger memory sizes can provide compression

ratio improvements of 7% while providing better compression and decompression throughput.

Furthermore, we describe and evaluate techniques that take into account the underlying

type of a block of data can increase compression ratio by an additional 5%. Overall, we
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find that our approach can reduce the overall size of data files by more than 15%, providing

a significant reduction in data storage requirements. We find that it is cost-effective to

implement these solutions, and could reduce ATLAS data storage requirements by more

than 8 PB. Our results are practical, and indicate that in high energy physics and in other

domains, integrating data insights into compression techniques can drastically reduce storage

requirements.

7.2 Future Work

This study can be extended in a few different ways both to more widely implement our

techniques and to study other related compression strategies.

First, we only focused on compressing basic datatypes and some simple structured ob-

jects. The techniques that we applied, such as delta encoding and float splitting, can be

extended to work for structured objects using more complex differencing or splitting func-

tion. These differences could be done using subtraction, exclusive or, or other reversible

bitwise operations.

Secondly, future work could explore the use of auto-encoder neural networks to effectively

predict the patterns of data within a branch. This approach has been developed for use in

lossy compression, but has yet to be implemented for a lossless approach. This technique

could be combined with a delta encoding or compression algorithm to compress the deltas

between the actual data and predicted data.

We evaluated the use of pretrained dictionaries, but with much larger datasets, we predict

that there are much better approaches for training and using dictionaries for compression.

There are open questions surrounding what data is useful for training, how many dictionaries

should be stored, and whether these dictionaries can be used across files or experiments.

Finally, it would be interesting to consider the potential of compression accelerators

such as [45] and [25], to mitigate the high computational overhead of compression. At the
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scale of high energy physics, the computational load to compress petabytes of data becomes

extremely costly both from energy and hardware. FPGA and ASIC based accelerators could

enable faster compression throughput while maintaining equally good compression ratio.
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