
Fast and Flexible Next-Generation Data Centers
Modern datacenter networks need to be both fast (high throughput and low latency) and flexible 
(easy to program). With the demise of Moore’s Law and the rise of Big Data, end-host CPUs alone 
cannot meet the performance demands of emerging workloads (e.g., machine learning). Network 
switches must now take on more responsibilities and offload CPUs---they can no longer be 
fixed-function devices for packet forwarding only. Doing so, however, may cause networks to sacrifice 
performance for more flexibility.
Exposing the right domain-specific abstractions and hardware primitives for networks can enable 
more flexibility with negligible (or zero) loss in performance. In this talk, I will show how a high-level 
language (P4) can let network programmers customize the behavior of software switches, like 
encoding state inside packets, without compromising performance. And, how new switch primitives 
can read and act on the encoded state to forward packets at hardware speed. These features enabled 
us to scale multicast to millions of groups---a long-standing problem in public clouds.
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